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1. Show that an upper triangular matrix U = (uij) is invertible iff uii 6= 0 for all i.

Solution.
Let U = (uij) be an upper triangular matrix.

Claim. detU =

n∏
i=1

uii.

Proof. Via induction on the size of U.
Clearly, it’s true if U is a 1× 1 matrix.
Suppose that it’s true when U is an (n− 1)× (n− 1) matrix where n ≥ 2. We show that it’s true for when
U is an n× n matrix.
Note that expanding along the first column gives us that detU = u11 detU11 where U11 is the matrix
obtained by deleting the first row and the first column of U.
Note that U11 is an (n− 1)× (n− 1) upper triangular matrix with diagonal entries u22, . . . , unn.

Thus, by induction hypothesis, detU11 =

n−1∏
i=1

uii.

The claim follows.

Now, the result of the question follows as U is invertible iff detU 6= 0 iff uii 6= 0 for all i.

2. Suppose U is an invertible upper triangular matrix. Show that its inverse is also upper triangular.

Solution.
Let V be the inverse of U (which exists, by hypothesis).
We want to show that V is upper triangular. We do so by contradiction.
Suppose that V is not upper triangular. Write V = (vij). By assumption, there exist some i, j such that
i > j such that vij 6= 0.
For this fixed i, choose k to be the smallest such natural number such that vik 6= 0. (That is, the first
element in row i which is nonzero.)
By assumption, we have k < i.
Now, let P = V U. (We know that P must be identity.)
Let us look at the (i, k)th entry of P.
By definition of matrix multiplication, we have:

pik =

n∑
r=1

virurk

Note that for 1 ≤ r < k, we have that vir = 0. (Since k was chosen to be the smallest such.)
For k < r ≤ n, we have that urk = 0. (Since U was an upper triangular matrix.)
Thus, the sum above just reduces to pik = vikukk.
As U is an invertible upper triangular matrix, we have that ukk 6= 0 (by previous question).
Moreover, vik 6= 0 by construction.
Thus, we get that pik 6= 0. However, P was supposed to be the identity matrix. Thus, we get a contradiction
as pik is an off-diagonal element, which is nonzero.

4. Show that the LU factorisation of a matrix is unique.

Solution.
Let us assume that A = L1U1 = L2U2 where L1, L2 are lower triangular matrices with 1s along the
diagonal and U1, U2 are upper triangular matrices.
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We wish to show that L1 = L2 and U1 = U2.

Note that I shall solve this for the case that A is invertible. This gives us that U1 and U2 are also
invertible.
Thus, L1U1 = L2U2 =⇒ L−1

2 L1 = U2U
−1
1 . Label the last equation as (∗).

Now, note that the inverse of a lower triangular matrix is lower triangular and similarly, inverse of an
upper triangular matrix is upper triangular. Moreover, product of triangular matrices of the same kind is
again of the same kind.
Thus, LHS of (∗) is a lower triangular matrix and RHS is upper. As they are equal, they must be equal
to some diagonal matrix D.
However, now we note that L2 had 1s along the diagonal and thus, so does L−1

2 . As L1 also had that,
we get that L−1

2 L1 has 1s along the diagonal. (Note that when triangular matrices get multiplied, the
diagonal elements get multiplied directly.)
Thus, D = I and we get L−1

2 L1 = I = U2U
−1
1 giving us L1 = L2 and U1 = U2, as desired.

2


