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#### Abstract

Let $G$ be a connected graph and let $I(G)$ denote its edge ideal. We classify when $I(G)^{n}$, for $n \geq 1$, admits a minimal Lyubeznik resolution. We also give a characterization for when $I(G)^{n}$ is bridge-friendly, which, in turn, implies that $I(G)^{n}$ has a minimal BarileMacchia cellular resolution.
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## 1. Introduction

It has been a central problem, in the study of minimal free resolutions, to understand when a monomial ideal admits cellular resolutions and how to construct these resolutions (cf. [1, 2, $3,4,5,10,12,13,14,15,16,18,25,27,31])$. Despite much effort from many researchers, only a few explicit constructions of simplicial complexes that support the free resolution of a monomial ideal in general are known. The resolutions resulted from these explicit constructions are the Taylor resolution, Lyubeznik resolution and, in special cases, the Scarf complex (see [4, 25, 28]). From discrete Morse theory, cellular resolutions for monomial ideals were constructed in $[2,3,10,13,14]$; particularly, a subclass considered in $[2,10,11]$ is called the Barile-Macchia

[^0]resolution. The Taylor resolution is almost never minimal and the Scarf complex is often not a resolution. Classifying monomials ideals whose Lyubeznik or Barile-Macchia resolutions are minimal, or whose Scarf complexes are resolutions, seems out of reach at this time.

In a recent work [20] of Faridi, Hibi, Morey and the second author, graphs whose edge ideals and their powers admit Scarf resolutions are identified. More precisely, let $G=(V, E)$ be a simple undirected graph (i.e., $G$ contains neither loops nor multiple edges) over the vertex set $V=\left\{x_{1}, \ldots, x_{r}\right\}$. We will always consider connected simple graphs with at least one edge. Let $\mathbb{k}$ be a field and, by identifying the vertices of $G$ with variables, let $S=\mathbb{k}\left[x_{1}, \ldots, x_{r}\right]=\mathbb{k}[V]$ be a polynomial ring. The edge ideal of $G$ is defined to be

$$
I(G)=\left\langle x_{i} x_{j} \mid\left\{x_{i}, x_{j}\right\} \in E\right\rangle \subseteq S
$$

It was proved in [20, Theorem 8.3] that the Scarf complex of $I(G)^{n}$, for a connected graph $G$, is a resolution (which is necessarily minimal) if and only if either
(S1) $n=1$ and $G$ is a gap-free tree; or
(S2) $n>1$ and $G$ is either an isolated vertex, an edge, or a path of length 2.
Our work in this paper addresses the following problem:
Problem 1.1. Characterize graphs whose edge ideals and their powers have minimal Lyubeznik and/or Barile-Macchia resolutions.

Our results give a complete classification of graphs whose edge ideals and their powers have minimal Lyubeznik resolutions. Our method is based on the observation that having a minimal Lyubeznik resolution descends to HHZ-subideals with respect to any given monomial $m$, i.e., ideals generated by subcollections of the generators which divide the given monomial $m$ (see Lemma 2.14). HHZ-subideals were introduced in [24], and appeared briefly prior in [4]. As a consequence, if $H$ is an induced subgraph of $G$ and $I(H)^{n}$ does not have a minimal Lyubeznik resolution, then neither does $I(G)^{n}$. This allows us to reduce the problem to finding "forbidden structures" for having a minimal Lyubeznik resolution.

The problem is considerably more difficult with Barile-Macchia resolutions. Even though having a minimal Barile-Macchia resolution also descends to HHZ-subideals (see Lemma 2.14), we have not been able to find "forbidden strictures" for this property. It is too computationally expensive to verify this property even for all graphs with 9 vertices or fewer.
Remark 1.2. One known example of a graph whose edge ideal does not have a minimal BarileMacchia resolution is the 9 -cycle [10, Remark 4.24]. The smallest example was found using an exhaustive search on Sage and is drawn here.


The first author and Kara [10] introduced the notion of bridge-friendly monomial ideals (see Definition 2.7), which implies that the given monomial ideal has a minimal Barile-Macchia resolution, and this resolution can be nicely described. We will classify chordal graphs whose edge ideals are bridge-friendly and, thus, admit minimal cellular resolutions.

Let us now describe our main results in more details. For nonnegative integers $a, b, c$, let $L(a, b, c)$ denote the graph consisting of exactly $c$ triangles sharing one edge $\{x, y\}$ such that $a$ and $b$ distinct leaves are attached to the vertices $x$ and $y$, respectively (see Definition 3.2). On the other hand, associated to a tree $T$ and an edge-weight function w on the edges of $T$, let $\mathrm{BF}(T, \mathrm{w})$ be the graph obtained by attaching $\mathrm{w}(e)$ triangles to each edge $e$ in $T$ (see Definition 4.4). For the edge ideal $I(G)$ itself, we establish in Theorems 3.7 and 4.8 the following.
(3.7) $I(G)$ has a minimal Lyubeznik resolution if and only if $G=L(a, b, c)$ for some nonnegative integers $a, b, c$; and
(4.8) if $G$ is a chordal graph, then $I(G)$ is bridge-friendly if and only if $G=\mathrm{BF}(T, \mathrm{w})$, for some tree $T$ and edge-weight function w on $T$.
The first nontrivial class of non-chordal graphs is that of unicyclic graphs, i.e., graphs that has exactly one cycle. We also address, in Theorem 4.9, the question of when $I(G)$ is bridgefriendly for a unicyclic graph $G$.

To prove Theorem 3.7, we establish that:
(L1) (forbidden structures) if $G$ is a 5 -path $P_{5}, 4$-cycle $C_{4}, 5$-cycle $C_{5}$, 4-complete graph $K_{4}$, kite graph $\downarrow$, gem graph $\Delta$, tadpole graph $\downarrow$, butterfly graph $\bowtie$, or net graph $\downarrow$, then $I(G)$ does not have a minimal Lyubeznik resolution (Proposition 3.1);
(L2) (graph-theoretic classification) $G$ does not contain an induced subgraph of the forms listed in (L1) if and only if $G=L(a, b, c)$ for $a, b, c \in \mathbb{Z}_{\geq 0}$ (Proposition 3.4); and
(L3) (Lyubeznik graphs) if $G=L(a, b, c)$, for $a, b, c \in \mathbb{Z}_{\geq 0}$, then $I(G)$ has a minimal Lyubeznik resolution (Proposition 3.6).
The proof of Theorem 4.8 follows in similar steps; particularly, we show that:
(BF1) (forbidden structures) if $G$ is a 4-complete graph $K_{4} \boxtimes$, gem graph $\Delta \nabla$, kite graph $\downarrow$, net graph $\downarrow, 5$-sunlet graph 家, 123-trimethylcyclohexane graph or, or 135-trimethylcyclohexane graph $-\preccurlyeq$, then $I(G)$ is not bridge-friendly (Proposition 4.3);
(BF2) (graph-theoretic classification) a chordal graph $G$ is does not contain an induced subgraph of the forms listed in (BF1) if and only if $G=\mathrm{BF}(T, \mathrm{w})$, for a tree $T$ and an edge-weight function w on $T$ (Proposition 4.6); and
(BF3) (bridge-friendly graphs) if $G=\mathrm{BF}(T, \mathrm{w})$, for some tree $T$ and edge-weight function w , then $G$ is chordal (Proposition 4.5) and $I(G)$ is bridge-friendly (Proposition 4.7).

To give a better perspective, we exhibit the following diagram, in which the implications on the first column follow from known results about Scarf and Taylor resolutions, together with our Theorems 3.7 and 4.8. A monomial ideal is said to be Scarf, Taylor, Lyubeznik, or BarileMacchia, respectively, if it admits a (minimal) Scarf resolution, a minimal Taylor resolution, a minimal Lyubeznik resolution or a minimal Barile-Macchia resolution.
$\underline{\text { Property of } I(G) \quad \quad \underline{\text { Property of } G}}$


For higher powers $I(G)^{n}$, with $n \geq 2$, we show in Theorems 3.10 and 4.16 that:
(3.10) $I(G)^{n}$ has a minimal Lyubeznik resolution if and only if either $G$ is an edge, or $n=2$ and $G$ is a path of length 2 ; and
(4.16) $I(G)^{n}$ is bridge-friendly if and only if either $G$ is an edge, or $G$ is a path of length 2 , or $n=2,3$ and $G$ is the triangle $C_{3}$.

Theorems 3.10 and 4.16 are proved in a similar manner to that of Theorems 3.7 and 4.8, though simpler. Particularly, we show that:
$(\mathrm{Lp})$ (forbidden structures) if $G$ is $K_{1,3}$, a 4-path $P_{4}$, a triangle $C_{3}$, or a 4-cycle $C_{4}$, then $I(G)^{2}$ does not have a minimal Lyubeznik resolution; and for the last 3 graphs in the list, neither does $I(G)^{n}$ for all $n \geq 2$ (see Proposition 3.9); and
(BFp) (forbidden structures) if $G$ is a 4 -star $K_{1,3}$, a 4-path graph $P_{4}$, a 4-cycle graph $C_{4}$, paw graph $\downarrow$, diamond graph $\boxtimes$, or a 4-complete graph $K_{4} \boxtimes$, then $I(G)^{2}$ and $I(G)^{3}$ are not bridge-friendly; and for the first three graphs in the list, $I(G)^{n}$ is not bridge-friendly for all $n \geq 2$ (see Proposition 4.12).
Again, we collect these results and the implications they give (in the first column) in the following diagram. An interesting fact to observe is that, for $n=1$, being Scarf implies being Lyubeznik, while for $n \geq 2$, the implication goes in the other direction.

$$
\underline{\text { Property of } I(G)^{n}, n \geq 2} \quad \underline{\text { Property of }(n, G)}
$$



We end the paper with a glimpse of how the bridge-friendly property behaves in higher degrees of the generators. Specifically, we consider edge ideals of more general hypergraphs that are constructed similarly to those associated to graphs; here, a hypergraph $\mathcal{H}=(V, \mathcal{E})$ consists of a vertex set $V=\left\{x_{1}, \ldots, x_{r}\right\}$ and an edge set $\mathcal{E}$, whose elements are subsets of $V$ with no nontrivial containment (see Section 5).

A host graph $H$ of $\mathcal{H}=(V, \mathcal{E})$ is a simple graph on the same vertex set $V$ with the property that, for each edge $e \in \mathcal{E}$, the induced subgraph of $H$ on the vertex set $e$ is a connected graph. Note that the complete graph is a host graph of any hypergraph on the same vertex set, and there may be several host graphs associated to a given hypergraph. A hypergraph is called a
hypertree if it has a host graph which is a tree. We remark that the notion of hypertrees used in this paper arrives from optimization theory (cf. $[6,8]$ ). It is more general than those introduced in $[19,23]$, which were defined using only the structures of the hypergraphs themselves, and not that of host graphs. A hypertree $\mathcal{H}=(V, \mathcal{E})$ is call rooted at a vertex $x \in V$ if each edge in $\mathcal{E}$ consists of vertices of different distances to $x$ in a host tree of $\mathcal{H}$.

We establish in Theorem 5.3 that the edge ideal $I(\mathcal{H})$ of a rooted hypertree $\mathcal{H}$ is bridgefriendly and, in particular, $I(\mathcal{H})$ has a minimal cellular free resolution. Our method in showing the bridge-friendly property, including for powers of edge ideals of graphs, is based on an equivalent condition for a monomial ideal to be bridge-friendly that is stated in Lemma 2.9.
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## 2. Preliminaries

In this section, we collect basic terminology and notations about graphs and edge ideals of graphs. We also give auxiliary results on Lyubeznik and Barile-Macchia resolutions, bridgefriendly property, and HHZ-subideals.
2.1. Graphs and edge ideals of graphs. Throughout the paper, $G=(V, E)$ denotes a connected simple graph with vertex set $V$ and edge set $E$, where $|E| \geq 1$. Let $\mathbb{k}$ be a field and let $S=\mathbb{k}[V]$ be the polynomial ring, whose variables are identified with the vertices in $G$. The edge ideal of $G$ is define to be

$$
I(G)=\left\langle x_{i} x_{j} \mid\left\{x_{i}, x_{j}\right\} \in E\right\rangle \subseteq S
$$

A graph $H$ is an induced subgraph of $G$ if the vertices of $H$ are vertices of $G$, and the edges of $H$ are exactly the edges of $G$ that connect two vertices in $H$. A graph is called a tree if it has no cycles. A chord in a cycle is an edge connecting two nonconsecutive vertices in the cycle. The graph $G$ is called chordal if every cycle of length $\geq 4$ has a chord.

For a vertex $x \in V$, we call the vertices $\{y \in V \mid\{x, y\} \in E\}$ its neighbors. The distance between two vertices $x$ and $y$ of $G$, denoted by $\operatorname{dist}_{G}(x, y)$, is defined the smallest value $n$ such that there exists a path of length $n$ connecting $x$ and $y$ in $G$. In particular, the neighbors of a vertex are exactly those of distance 1 from the given vertex.

We shall denote by $K_{1, n-1}, P_{n}, C_{n}$, and $K_{n}$ the complete bipartite graph of size $(1, n-1)$, the path with $n$ vertices, the cycle on $n$ vertices, and the complete graph on $n$ vertices, respectively. We sometimes refer to those graphs as the $n$-star, $n$-path, $n$-cycle, and $n$-complete graphs. Note that the $n$-path $P_{n}$ is said to have length $n-1$.

We call the following small graphs by particular names that their shapes represent: net $(\downarrow)$, kite $(\downarrow)$, diamond $(\square)$, paw $(\downarrow)$, gem $(\Delta)$, butterfly $(\bowtie)$, tadpole $(\downarrow)$, 5-sunlet $(\mathbb{L})$, 123-trimethylcyclohexane (\&), and 135-trimethylcyclohexane ( $-\checkmark$ ).


Figure 1. Net


Figure 4. Paw


Figure 7. Tadpole


Figure 9. 123-trimethylcyclohexane


Figure 2. Kite


Figure 5. Gem
Figure 6. Butterfly


Figure 8. 5-sunlet


Figure 10. 135-trimethylcyclohexane
2.2. Taylor resolutions. Let $I \subseteq S$ be a homogeneous ideal. A free resolution of $S / I$ is a complex of free $S$-modules of the form

$$
\mathcal{F}: 0 \rightarrow F_{p} \xrightarrow{\partial_{p}} F_{p-1} \rightarrow \cdots \rightarrow F_{1} \xrightarrow{\partial_{1}} F_{0} \rightarrow 0
$$

where $H_{0}(\mathcal{F}) \cong S / I$ and $H_{i}(\mathcal{F}) \cong 0$ if $i \neq 0$. Moreover, $\mathcal{F}$ is $\mathbb{N}^{r}$-graded if $\partial_{i}$ is $\mathbb{N}^{r}$-homogeneous for all $i$, and minimal if $\partial_{i}\left(F_{i}\right) \subseteq\left(x_{1}, \ldots, x_{r}\right) F_{i-1}$ for all $i$.

The focus of this paper is monomial ideals. For a monomial ideal $I \subseteq S$, let Gens $(I)$ denote its unique set of minimal monomial generators. We consider the full $|\operatorname{Gens}(I)|$-simplex whose vertices are labelled by the monomial generators of $I$. It is well-known (cf. [28]) that the chain complex of this simplex gives a free resolution of $S / I$, which is referred to as the Taylor resolution. Set $|\operatorname{Gens}(I)|=c$. Then the Taylor resolution of $S / I$ is of the form

$$
0 \rightarrow S^{\binom{c}{c}} \rightarrow S^{\binom{c}{c-1}} \rightarrow \cdots \rightarrow S^{\binom{c}{1}} \rightarrow S^{\binom{c}{0}} \rightarrow 0
$$

We remark that for each integer $i$, one can identify a basis of $S\binom{\left({ }^{c}\right)}{i}$ with the collection of subsets of $\operatorname{Gens}(I)$ with exactly $i$ elements.
2.3. Lyubeznik and Barile-Macchia resolutions. The Lyubeznik and Barile-Macchia resolutions, introduced in $[25,2,3,10]$, are subcomplexes of the Taylor resolution. While the Taylor resolution accounts for all subsets of Gens $(I)$, the Lyubeznik and Barile-Macchia resolutions are constructed based on Lyubeznik-critical and Barile-Macchia-critical subsets of Gens(I). The terms ${ }^{*}$-critical depend on the choice of a given total order $(\succ)$ on Gens $(I)$. Particularly, Lyubeznik-critical and Barile-Macchia-critical subsets with respect to ( $\succ$ ) are characterized in Propositions 2.1 and 2.5 below.

Proposition 2.1 ([3, Theorem 3.2]). Let $\sigma=\left\{m_{1}, \ldots, m_{k}\right\}$ be a subset of $\operatorname{Gens}(I)$, where $m_{1} \succ \cdots \succ m_{k}$. Then, $\sigma$ is Lyubeznik-critical if and only if the set

$$
\left\{m \in \operatorname{Gens}(I): m \mid \operatorname{lcm}\left(\left\{m_{1}, \ldots, m_{t}\right\}\right) \text { for some } 1<t \leq k \text { where } m_{t} \succ m\right\}
$$

is empty.
Example 2.2. Consider the ideal $I=(x w, x y, y z, z w) \subseteq \mathbb{k}[x, y, z, w]$ with the total ordering $w x \succ x y \succ y z \succ z w$.
(a) Let $\sigma_{1}=\{x w, x y, y z\}$. Since $z w \mid \operatorname{lcm}\left(\sigma_{1}\right)$ and $y z \succ z w$, the set $\sigma_{1}$ is not Lyubeznikcritical.
(b) Let $\sigma_{2}=\{x w, x y, z w\}$. It is routine to verify that $\sigma_{2}$ is Lyubeznik-critical. Indeed, set $m_{1}=x w, m_{2}=x y$, and $m_{3}=y z$. Then by brute force, one can see that there exists no $m \in \operatorname{Gens}(I)$ such that either

$$
m \mid \operatorname{lcm}\left(m_{1}, m_{2}\right) \text { and } m_{2} \succ m
$$

or

$$
m \mid \operatorname{lcm}\left(m_{1}, m_{2}, m_{3}\right) \text { and } m_{3} \succ m
$$

## Definition 2.3.

(1) Given $\sigma \subseteq \operatorname{Gens}(I)$ and $m \in \operatorname{Gens}(I)$ such that $\operatorname{lcm}(\sigma \cup\{m\})=\operatorname{lcm}(\sigma \backslash\{m\})$. We say that $m$ is a bridge (respectively, gap) of $\sigma$ if $m \in \sigma$ (respectively, $m \notin \sigma$ ).
(2) If $m \succ m^{\prime}$ where $m, m^{\prime} \in \operatorname{Gens}(I)$, we say that $m$ dominates $m^{\prime}$.
(3) The smallest bridge function is defined to be

$$
\mathrm{sb}: \mathcal{P}(\operatorname{Gens}(I)) \rightarrow \operatorname{Gens}(I) \sqcup\{\emptyset\}
$$

where $\mathcal{P}(\operatorname{Gens}(I))$ denotes the power set of $\operatorname{Gens}(I)$, and $\operatorname{sb}(\sigma)$ is the smallest bridge of $\sigma$ (with respect to $(\succ)$ ) if $\sigma$ has a bridge and $\emptyset$ otherwise.
(4) A monomial $m \in \operatorname{Gens}(I)$ is called a true gap of $\sigma \subseteq \operatorname{Gens}(I)$ if
(a) it is a gap of $\sigma$, and
(b) the set $\sigma \cup\{m\}$ has no new bridges dominated by $m$. In other words, if $m^{\prime}$ is a bridge of $\sigma \cup\{m\}$ and $m \succ m^{\prime}$, then $m^{\prime}$ is a bridge of $\sigma$.
Equivalently, $m$ is not a true gap of $\sigma$ either if $m$ is not a gap of $\sigma$ or if there exists $m^{\prime} \prec m$ such that $m^{\prime}$ is a bridge of $\sigma \cup\{m\}$ but not one of $\sigma$. In the latter case, we call $m^{\prime}$ a non-true-gap witness of $m$ in $\sigma$.
(5) A subset $\sigma \subseteq \operatorname{Gens}(I)$ is called potentially-type-2 if it has a bridge not dominating any of its true gaps, and type-1 if it has a true gap not dominating any of its bridges. Moreover, $\sigma$ is called type-2 if it is potentially-type-2 and whenever there exists another potentially-type- $2 \sigma^{\prime}$ such that

$$
\sigma^{\prime} \backslash\left\{\operatorname{sb}\left(\sigma^{\prime}\right)\right\}=\sigma \backslash\{\operatorname{sb}(\sigma)\}
$$

we have $\operatorname{sb}\left(\sigma^{\prime}\right) \succ \operatorname{sb}(\sigma)$.
We provide an explicit example of these concepts.
Example 2.4. Consider the ideal $I=(x w, x y, y z, z w)$ with the total ordering $w x \succ x y \succ y z \succ$ $z w$.
(a) Let $\sigma_{1}=\{x w, x y, y z\}$. It is clear that $z w$ is the only true gap and $x y$ is the only bridge of $\sigma_{1}$, and by definition, $\sigma_{1}$ is type- 1 .
(b) Let $\sigma_{2}=\{x w, x y, z w\}$. It is clear that $y z$ is the only gap and $x w$ is the only bridge of $\sigma_{2}$. However, $y z$ is not a true gap $\sigma_{2}$ and by definition, $\sigma_{2}$ is potentially-type- 2 . Moreover, $\sigma_{2}$ is not type- 2 since for $\sigma_{2}^{\prime}=\{x y, y z, z w\}$ (which one can check to be potentially-type-2), we have

$$
\sigma_{2}^{\prime} \backslash\left\{\operatorname{sb}\left(\sigma_{2}^{\prime}\right)\right\}=\sigma_{2} \backslash\left\{\operatorname{sb}\left(\sigma_{2}\right)\right\}
$$

and $\operatorname{sb}\left(\sigma_{2}\right)=x y \succ y z=\operatorname{sb}\left(\sigma_{2}^{\prime}\right)$.
(c) Let $\sigma_{3}=\{x w, x y, y z, z w\}$. All elements in $\sigma_{3}$ are its bridges. Hence $\sigma_{3}$ is potentially-type- 2 , and by definition, it is easy to see that it is indeed type- 2 .
Proposition 2.5 ([10, Theorem 2.24]). Let $\sigma$ be a subset of $\operatorname{Gens}(I)$. Then, $\sigma$ is Barile-Macchia-critical if and only if it is neither type-1 nor type-2.

The following theorem, resulting from applications of discrete Morse theory, describes Lyubeznik and Barile-Macchia resolutions with respect to a given total order $(\succ)$ on $\operatorname{Gens}(I)$.
Theorem 2.6 ([3, Propositions 2.2 and 3.1]). Let I be a monomial ideal with a fixed total order $(\succ)$ on $\operatorname{Gens}(I)$. Let $\mathcal{F}$ be the Lyubeznik (respectively, Barile-Macchia) resolution of $S / I$ with respect to $(\succ)$. Then, for any integer $i$, a basis of $\mathcal{F}_{i}$ can be identified with the collection of Lyubeznik-critical (respectively, Barile-Macchia-critical) subsets of Gens(I) with exactly $i$ elements.
2.4. Bridge-friendly monomial ideals. The terminology "bridge-friendly monomial ideals" was introduced in [10] to ease the process of identifying Barile-Macchia-critical subsets of the generators. The motivation for this concept is partly that potentially-type- 2 subsets are easier to check than type-2 subsets.

Definition 2.7. A monomial ideal $I$ is called bridge-friendly (with respect to $(\succ)$ ) if all potentially-type-2 subsets of $\operatorname{Gens}(I)$ are type-2. Equivalently, $I$ is bridge-friendly if and only if Barile-Macchia-critical subsets of $\operatorname{Gens}(I)$ are precisely the ones that have neither bridges nor true gaps.

It turns out that most monomial ideals are bridge-friendly (with respect to a total order of the generators) - see [10, Theorem 5.4] - and the Barile-Macchia resolutions of bridgefriendly ideals are minimal - see [10, Theorem 2.29]. We shall identify the failure of being bridge-friendly. To do that, we first recall a result regarding bridges and true gaps.

For the remainder of the section, let $\sigma$ denote a non-empty subset of Gens $(I)$.
Proposition 2.8 ([10, Proposition 2.21]). A monomial $m$ is a gap of $\sigma$ such that $\operatorname{sb}(\sigma \cup\{m\})=$ $m$ if and only if $m$ is a true gap of $\sigma$ that does not dominate any bridge of $\sigma$.
Lemma 2.9. A monomial ideal I is not bridge-friendly with respect to ( $\succ$ ) if and only if there exist a type- 1 set $\tau \subseteq \operatorname{Gens}(I)$ and monomials $m_{1} \succ m_{2}$ in $\operatorname{Gens}(I)$ such that:
(1) The monomials $m_{1}$ and $m_{2}$ are true gaps of $\tau$ that do not dominate any bridges (of $\tau$ ). In particular, $m_{1}, m_{2} \notin \tau$.
(2) The sets $\tau \cup\left\{m_{1}\right\}$ and $\tau \cup\left\{m_{2}\right\}$ are potentially-type-2.

In this case, $m_{2}$ can be chosen to be the smallest true gap of $\tau$. Moreover, under these conditions, there exists a monomial $m_{3} \prec m_{2}$ such that $m_{3}$ is a bridge of $\tau \cup\left\{m_{1}, m_{2}\right\}$. In particular, $m_{3} \in \tau$.

Proof. The ideal $I$ is not bridge-friendly if and only if there exists a set $\sigma \in \operatorname{Gens}(I)$ that is potentially-type-2, but not type-2. By definition, this is equivalent to saying that there exists a different potentially-type- 2 set $\sigma^{\prime} \subseteq \operatorname{Gens}(I)$ such that

$$
\sigma^{\prime} \backslash\left\{\operatorname{sb}\left(\sigma^{\prime}\right)\right\}=\sigma \backslash\{\operatorname{sb}(\sigma)\}
$$

and $\operatorname{sb}(\sigma) \succ \operatorname{sb}\left(\sigma^{\prime}\right)$. Set

$$
\begin{aligned}
m_{1} & :=\operatorname{sb}(\sigma) \\
m_{2} & :=\operatorname{sb}\left(\sigma^{\prime}\right) \\
\tau & :=\sigma \backslash\left\{m_{1}\right\}=\sigma^{\prime} \backslash\left\{m_{2}\right\} .
\end{aligned}
$$

Then, using Proposition 2.8, one can see that this condition is equivalent to (1) and (2), as claimed.

We remark that $m_{2}$ is a true gap of $\tau$ by definition. We can choose $m_{2}$ to be the smallest true gap of $\tau$ since then $m_{2}=\operatorname{sb}\left(\tau \cup\left\{m_{2}\right\}\right)$ and $\tau \cup\left\{m_{2}\right\}$ is potentially-type- 2 by [10, Remark 2.26]. Thus, the previous part can still proceed in this setting. Moreover, since $\sigma$ is potentially-type-2, $m_{2}$ is not a true gap of $\sigma$ by definition, and so $\tau \cup\left\{m_{1}, m_{2}\right\}=\sigma \cup\left\{m_{2}\right\}$ has a bridge $m_{3} \prec m_{2}$, as claimed.

The equivalent condition to non-bridge-friendliness in fact says a lot more about the three monomials $m_{1} \succ m_{2} \succ m_{3}$. We will first introduce a new terminology.
Definition 2.10. Let $I$ be a monomial ideal, $x$ a variable, $\sigma \subset \operatorname{Gens}(I)$, and $m, m^{\prime} \in \sigma$. We say that two monomials $m, m^{\prime}$ share a factor $x^{n}$ unique within $\sigma$ if $n \geq 1$ and we have the following:
(i) $x^{n} \mid m, m^{\prime}$ but $x^{n+1} \nmid m, m^{\prime}$.
(ii) $x^{n} \nmid m^{\prime \prime}$ for all $m^{\prime \prime} \in \sigma \backslash\left\{m, m^{\prime}\right\}$.

This concept appears many times when we work with gaps that are not true gaps, as shown in the next result.

Proposition 2.11. If a monomial $m \in \operatorname{Gens}(I)$ is a gap, but not a true gap of $\sigma$, then $m$ and any of its non-true-gap witnesses $m^{\prime}$ share a factor unique within $\sigma$.

Proof. Since $m^{\prime}$ is not a bridge of $\sigma$, there exists a factor $x^{n}$ such that $x^{n} \mid m^{\prime}, x^{n+1} \nmid m^{\prime}$, and $x^{n} \nmid m^{\prime \prime}$ for each $m^{\prime \prime} \in \sigma \backslash\left\{m^{\prime}\right\}$. Moreover, since $m^{\prime}$ is a bridge of $\sigma \cup\{m\}$, we have

$$
x^{n}\left|m^{\prime}\right| \operatorname{lcm}(\sigma \cup\{m\})
$$

and thus $x^{n} \mid m$. On the other hand, we have $x^{n+1} \nmid m$ since $\operatorname{lcm}(\sigma \cup\{m\})=\operatorname{lcm}(\sigma)$.
Remark 2.12. In the proof of Lemma 2.9, we showed that $m_{2}$ is a gap of $\tau \cup\left\{m_{1}\right\}$ and set $m_{3}$ to be a non-true-gap witness of $m_{2}$ in $\tau \cup\left\{m_{1}\right\}$. By Proposition 2.11, $m_{2}$ and $m_{3}$ share a factor unique within $\tau \cup\left\{m_{1}\right\}$. It can be checked that $m_{3}$ is also a non-true-gap witness of $m_{1}$ in $\tau \cup\left\{m_{2}\right\}$. Therefore, $m_{1}$ and $m_{3}$ share a factor unique within $\tau \cup\left\{m_{2}\right\}$.

This observation immediately gives a condition to determine true gaps:
Corollary 2.13. If a monomial $m$ is a gap of $\sigma$ such that
$m \mid \operatorname{lcm}\left(\left\{m^{\prime} \in \sigma: m^{\prime} \succ m\right.\right.$ or $m$ and $m^{\prime}$ do not share a factor unique within $\left.\left.\sigma\right\}\right)$,
then $m$ is a true gap of $\sigma$.
2.5. Restriction lemmas and HHZ-subideals. There is a one-to-one correspondence between $\mathbb{N}^{r}$ and the set of monomials in $S$. Thus, at times we will abuse notations and use monomials (in $S$ ) and vectors (in $\mathbb{N}^{r}$ ) interchangeably.

Fix a monomial ideal $I \subseteq S$ and a monomial $m \in S$. Let $I^{\leq m}$ be the monomial ideal generated by elements of $\operatorname{Gens}(I)$ that divides $m$. It is clear that $I \leq m$ is always a subideal of $I$. This notation was introduced in [24], although the idea briefly appeared prior in [4]. We will call $I \leq m$ a Herzog-Hibi-Zheng-subideal (with respect to $m$ ) of $I$, or HHZ-subideal for short.

Let $\mathcal{F}: 0 \rightarrow F_{p} \rightarrow F_{p-1} \rightarrow \cdots \rightarrow F_{1} \rightarrow F_{0} \rightarrow 0$ be a (minimal) $\mathbb{N}^{r}$-graded free resolutions of $S / I$, with $F_{i}=\bigoplus_{j \in \mathbb{Z}} R\left(-q_{i j}\right)$. Let $\mathcal{F} \leq m$ be the subcomplex of $\mathcal{F}$, whose $i$-th syzygy module is $\bigoplus_{q_{i j} \leq m} R\left(-q_{i j}\right)$. Here, for monomials $a$ and $b$, we write $a \leq b$ to mean $a \mid b$.

By [24, Lemma 4.4], $\mathcal{F} \leq m$ is a (minimal) $\mathbb{N}^{r}$-graded free resolution of $S / I^{\leq m}$. This result is referred to as the Restriction Lemma. We will also state analogs of the Restriction Lemma for Lyubeznik, Barile-Macchia resolutions, and the bridge-friendly property. These analogs come from the observation that, for a fixed a monomial $m$, faces $\sigma$ in the simplex over the vertices Gens $(I)$, whose least common multiple of the vertices divides $m$, are exactly the faces of the simplex over the vertices $\operatorname{Gens}\left(I^{\leq m}\right)$.
Lemma 2.14. (Restriction Lemma for Barile-Macchia/Lyubeznik resolutions) Let I be a monomial ideal and let $m$ be a monomial in $S$. If $\mathcal{F}$ is a (minimal) Barile-Macchia (respectively, Lyubeznik) resolution of $S / I$, then $\mathcal{F} \leq m$ is a (minimal) Barile-Macchia (respectively, Lyubeznik) resolution of $S / I^{\leq m}$.

Lemma 2.15. (Restriction Lemma for bridge-friendly ideals) Let I be a monomial ideal and let $m$ be a monomial in $S$. If I is bridge-friendly with respect to a total order $(\succ)$, then so is $I \leq m$ with respect to the total order induced from $(\succ)$.

As an application of Lemmas 2.14 and 2.15, consider a graph $G$ and an induced subgraph $H$. Let $m$ be the product of all the vertices in $H$. Then, $I(H)^{n}=\left(I(G)^{n}\right)^{\leq m^{n}}$ is an HHZ-subideal of $I(G)^{n}$, for each integer $n$. Thus, we arrive at the following corollary.

Corollary 2.16. Let $G$ be a graph and let $H$ be an induced subgraph of $G$. For any integer n, if $I(G)^{n}$ is Lyubeznik, Barile-Macchia, or bridge-friendly, then so is $I(H)^{n}$.

The following result is obvious from definition, which allows us to discuss about the property of being Lyubeznik, Barile-Macchia, and bridge-friendly for a monomial ideal $I$ and $m I$ interchangeably, where $m$ is any monomial.

Proposition 2.17. Let I be a monomial ideal and let $m$ be a monomial. Then $I$ is Lyubeznik, Barile-Macchia, or bridge-friendly, if and only if so is $m I$.

An affirmative answer to the following question would allow us to deduce the property of being Lyubeznik, Barile-Macchia, and bridge-friendly of a lower power of a monomial ideal from its higher powers.
Question 2.18. Let $I$ be a monomial ideal. Does there exist $f \in \operatorname{Gens}(I)$ such that $f I^{n}$ is a HHZ-subideal of $I^{n+1}$, for some $n \geq 1$ ?

In light of the restriction lemmas and Proposition 2.17, by abusing notations, if the answer to Question 2.18 is affirmative, then we also say that $I^{n}$ is an HHZ-subideal of $I^{n+1}$. Let $J$ represent the monomial ideal generated by $\operatorname{Gens}(I) \backslash\{f\}$. Then, for $n \geq 1$, we have

$$
I^{n+1}=(J+(f))^{n+1}=J^{n+1}+(f)(J+(f))^{n}
$$

Thus, if $m$ is a monomial such that all elements in $\operatorname{Gens}\left((J+(f))^{n+1}\right)$ that divide $m$ are exactly those of $\operatorname{Gens}\left((f)(J+(f))^{n}\right)$, then

$$
(f)(J+(f))^{n}=\left((J+(f))^{n+1}\right) \leq m
$$

In this case, $f I^{n}$ is an HHZ-subideal of $I^{n+1}$. In the next result, we shall present a number of instances where such a monomial $m$ exists.

Proposition 2.19. Let $G$ be the $P_{4}, C_{3}$, or $C_{4}$ graph. Then for each positive integer $n$, the ideal $I(G)^{n}$ is an HHZ-subideal of $I(G)^{n+1}$.

Proof. Fix an integer $n$. We will prove the statement in each case.
(1) $G=P_{4}$, i.e., $I:=I(G)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}\right)$.

Set $J:=\left(x_{1} x_{2}, x_{2} x_{3}\right), m:=x_{2}^{n}\left(x_{1} x_{3} x_{4}\right)^{n+1}$, and $f:=x_{3} x_{4}$. We have

$$
I^{n+1}=J^{n+1}+f I^{n} .
$$

In fact, in this case, it is clear that

$$
\operatorname{Gens}\left(I^{n+1}\right)=\operatorname{Gens}\left(J^{n+1}\right) \sqcup \operatorname{Gens}\left(f I^{n}\right) .
$$

It is straightforward that all elements of $\operatorname{Gens}\left(I^{n+1}\right)$ that divide $m$ come from $\operatorname{Gens}\left(f I^{n}\right)$. Therefore, $I^{n}$ is the HHZ-subideal of $I^{n+1}$ with respect to $m$, as desired.
(2) Similar arguments apply to the case where $G=C_{3}$, i.e., $I(G)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{1} x_{3}\right)$.
(3) $G=C_{4}$, i.e., $I:=I(G)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{1} x_{4}\right)$.

Set $J:=\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}\right), m:=\left(x_{2} x_{3}\right)^{n}\left(x_{1} x_{4}\right)^{n+1}$, and $f:=x_{1} x_{4}$. We have

$$
I^{n+1}=J^{n+1}+f I^{n} .
$$

We claim that the HHZ-subideal of $I^{n+1}$ with respect to $m$ is exactly $f I^{n}$. Indeed, consider any element $g$ in $\operatorname{Gens}\left(I^{n+1}\right)$. If $g$ belongs to $f I^{n}$, then it clearly divides $m$. On the other hand, if it does not, i.e., $g$ is not divisible by $f=x_{1} x_{4}$, then $g$ must be of the form

$$
\left(x_{1} x_{2}\right)^{a}\left(x_{2} x_{3}\right)^{n+1-a} \text { or }\left(x_{2} x_{3}\right)^{a}\left(x_{3} x_{4}\right)^{n+1-a}
$$

for some integer $a$. In either case, $g$ does not divide $m$. Thus the claim holds, and therefore $I^{n}$ is an HHZ-subideal of $I^{n+1}$.

We remark that Proposition 2.19 does not necessarily hold for monomial ideals or edge ideals in general. Consider $I=\left(x_{1}, x_{2}, x_{3}\right)$. Then, $I$ behaves in the same way as the edge ideal of a $K_{1,3}$ graph. One can check that for any monomial $m$, the ideal $\left(I^{3}\right)^{\leq m}$ does not have the same total Betti numbers as $I^{2}$. This implies that $I^{2}$ is not an HHZ-subideal of $I^{3}$. As a consequence, $I\left(K_{1,3}\right)^{2}$ is not an HHZ-subideal of $I\left(K_{1,3}\right)^{3}$.

## 3. Powers of edge ideals with minimal Lyubeznik resolutions

In this section, we classify all graphs $G$ and integers $n$ such that $I(G)^{n}$ has a minimal Lyubeznik resolution. We will begin with the case when $n=1$, which is considerably more complicated, and follow with the case when $n \geq 2$.

We shall first identify the forbidden structures for Lyubeznik graphs. The following statement is verified by Macaulay2 [22] computations. We remark here that, to verify whether a Lyubeznik resolution is minimal, it suffices to check in characteristic 2 . This is because the coefficients in the differentials of Lyubeznik resolutions are either 0 or a product of $\pm 1$ with a monomial. Thus all the Macaulay 2 verifications are done over the base field $\mathbb{Z} / 2 \mathbb{Z}$. Lyubeznik-critical subsets of $\operatorname{Gens}(I)$ can be found in finite time just by definitions. We check if a monomial ideal is Lyubeznik by exhausting all of its Lyubeznik resolutions.

Proposition 3.1. Let $G$ be one of the following graphs:
(1) The 5-path graph $P_{5}$.
(2) The 4-cycle graph $C_{4}$.
(3) The 5 -cycle graph $C_{5}$.
(4) The complete graph $K_{4}$ 】.
(5) The kite graph $\downarrow$.
(6) The gem graph $\Delta \triangle$.
(7) The tadpole graph $\searrow$.
(8) The butterfly graph $\searrow$.
(9) The net graph $\downarrow$.

Then $I(G)$ is not Lyubeznik.
Proof. Verified with Macaulay2 computations over the base field $\mathbb{Z} / 2 \mathbb{Z}$.
Proposition 3.1, coupled with Corollary 2.16, shows that any graph, whose edge ideal is Lyubeznik, cannot contain the graphs listed in Proposition 3.1 as induced subgraphs. The following construction plays a key role in the classification of Lyubeznik graphs.
Definition 3.2. Let $a, b, c$ be nonnegative integers. We define $L(a, b, c)$ to be the graph whose vertex and edge sets are:

$$
\begin{gathered}
V(L(a, b, c))=\{x, y\} \sqcup\left\{x_{i}\right\}_{i=1}^{a} \sqcup\left\{y_{j}\right\}_{j=1}^{b} \sqcup\left\{z_{k}\right\}_{k=1}^{c}, \\
E(L(a, b, c))=\{x y\} \sqcup\left\{x x_{i}\right\}_{i=1}^{a} \sqcup\left\{y y_{j}\right\}_{j=1}^{b} \sqcup\left\{x z_{k}\right\}_{k=1}^{c} \sqcup\left\{y z_{k}\right\}_{k=1}^{c} .
\end{gathered}
$$

Roughly speaking, $L(a, b, c)$ consists of exactly $c$ triangles $x y z_{k}$, for $k=1, \ldots, c$, that share a common edge $\{x, y\}$, together with $a$ leaves $\left\{x, x_{i}\right\}$, for $i=1, \ldots, a$, attached to $x$, and $b$ leaves $\left\{y, y_{j}\right\}$, for $j=1, \ldots, b$, attached to $y$. In particular, $L(a, b, c)$ has $a+b+c+2$ vertices.

## Example 3.3.

(0) By convention, $L(0,0,0)$ is the graph consisting of exactly one edge.
(1) The graph $L(0,0, c)$ is exactly $c$ triangles sharing one edge. In particular, $L(0,0,1)$ is the triangle $C_{3}$, and $L(0,0,2)$ is a diamond $\square$.
(2) The graph $L(a, 0,0)$ is the star graph $K_{1, a+1}$.
(3) The graph $L(a, b, 0)$ is a gap-free tree. In fact, $\left\{L(a, b, 0) \mid a, b \in \mathbb{Z}_{\geq 0}\right\}$ are exactly the connected graphs that admit minimal Scarf resolutions [20, Theorem 8.3].

The forbidden structures in Proposition 3.1 can now be characterized using graphs of the form $L(a, b, c)$.
Proposition 3.4. A connected graph is $L(a, b, c)$ for some integers $a, b$, and $c$ if and only if it does not contain, as an induced subgraph, any of the graphs listed in Proposition 3.1.

Proof. It is clear that for any $a, b$, and $c$, the graph $L(a, b, c)$ does not contain any of the graphs listed in Proposition 3.1 as an induced subgraph. We will hence only show the other direction. Let $G$ be a connected graph that does not contain any of the forbidden graphs. We remark that since $G$ does not contain $P_{5}, C_{4}$, or $C_{5}$, it does not contain $P_{n}$ for any $n \geq 5$ or $C_{n}$ for any $n \geq 4$, either. In particular, $G$ is chordal. Moreover, since $G$ does not contain the $K_{4}$ graph, it does not contain the $K_{n}$ graph for any $n \geq 4$.

Suppose $G$ contains a cycle with a unique chord as an induced subgraph. By Proposition 3.1 (2), that cycle must be a diamond. So we can assume that $G$ contains the diamond graph $\square$ formed by $w, x, y, z$ with a chord $w y$. We will show that $G$ is exactly $L(a, b, c)$ for some integers $a, b, c$. Indeed, consider any vertex $u$ of $G$ that does not belong to this diamond. It suffices to show that $N(u)$, the set of neighbors of $u$ among $a, b, c, d$, is $\{w\},\{y\}$ or $\{w, y\}$. Suppose otherwise. Then by symmetry we can assume that $x \in N(u)$. we will derive a contradiction after considering all possibilities.

- $N(u)=\{x\}$ : Then $G$ contains the kite graph $\boxtimes$, a contradiction.
- $N(u)=\{x, w\}$ or $N(u)=\{x, y\}$ : Then $G$ contains the gem graph $\Delta \Delta$ formed by $w, x, y, z, u$, a contradiction.
- $N(u)=\{x, z\}$ : Then $G$ contains the $C_{4}$ graph formed by $w, x, u, z$, a contradiction.
- $N(u)=\{x, w, y\}$ : Then $G$ contains the $K_{4}$ graph formed by $w, x, y, u$, a contradiction.
- $N(u)=\{x, w, z\}$ (or $N(u)=\{x, y, z\}$, resp): Then $G$ contains the $C_{4}$ graph formed by $x, y, z, u$ (or $w, x, y, u$, resp), a contradiction.
- $N(u)=\{x, w, y, z\}$ : Then $G$ contains the $K_{4}$ graph formed by $w, x, y, u$, a contradiction.

We shall consider the case that $G$ does not contain a cycle with a unique chord. If $G$ is a tree, it is straightforward from Proposition 3.1 (1) that $G$ is $L(a, b, 0)$ for some integers $a, b$. If $G$ is not a tree, then by Proposition 3.1 (2), it contains a triangle, whose vertices we shall denote by $x, y, z$. By [30, Theorem 2.2], either $G$ is a complete graph, or one vertex of the maximal complete induced subgraph that contains this triangle is a 1-cutset of $G$. Since $G$ cannot contain any $K_{n}$ graph for any $n \geq 4$, the triangle formed by $a, b, c$ must be the maximal complete induced subgraph of $G$ that contains itself. Thus, we may assume that $z$ is a 1 -cutset of $G$. By definition, this means that the graph $G \backslash\{z\}$ has at least two connected components. Let $V$ denote the set of vertices in the connected component that contains $x$ and $y$, and $W$ the set of the remaining vertices.

Since $G$ does not contain the tadpole graph $\downarrow$, no vertex $w \in W$ satisfies $\operatorname{dist}_{G}(w, z) \geq 2$. In other words, all vertices in $W$ are connected to $z$ in $G$. On the other hand, since $G$ does not contain the butterfly graph, no two vertices in $W$ are connected. Therefore, the subgraph induced by $x, y, z$ and vertices in $W$ is:


Now, we consider vertices in $V$. Since $G$ does not contain any $n$-path graph $P_{n}$ where $n \geq 5$, no vertex $v \in V$ satisfies $\operatorname{dist}_{G}(v, x) \geq 2$ or $\operatorname{dist}_{G}(x, y) \geq 2$. In other words, all vertices in $V$ are connected to either $x$ or $y$ in $G$. Since $G$ does not the kite graph $\downarrow$, no vertex in $V$ is connected to both $x$ and $y$ in $G$. Suppose there exist two vertices $x^{\prime}, y^{\prime} \in X$ such that $x^{\prime}$ is connected to $x$, not $y$, and $y^{\prime}$ is connected to $y$, not $x$. Then $G$ either contains a $C_{4}$ graph formed by $x^{\prime}, y^{\prime}, x, y$ (if $x^{\prime}$ and $y^{\prime}$ are connected), or the net graph $>$ formed by $x, y, z, x^{\prime}, y^{\prime}, z^{\prime}$ where $z^{\prime}$ is a fixed vertex in $W$, a contradiction either way. Thus all vertices in $V$ are either connected to $x$ and not $y$, or vice versa. Thus $G=L(a, b, 1)$ where $a=|V|-2$ and $b=|W|$.

Before proceeding to showing that the edge ideals of $L(a, b, c)$ graphs are Lyubeznik, we make the following observation.

Remark 3.5. Let $\mathcal{F}$ be a Lyubeznik resolution of $S / I$, where $I \subseteq S$ is a monomial ideal. Then, by Theorem 2.6, for any integer $i$, a basis of $\mathcal{F}_{i}$ can be identified with the collection of Lyubeznik-critical subsets of Mingens(I) with exactly $i$ elements. Moreover, the differentials are as follows:

$$
\partial(\sigma)=\sum_{\tau \subseteq \sigma,|\tau|=|\sigma|-1} \pm 1 \frac{\operatorname{lcm}(\sigma)}{\operatorname{lcm}(\tau)} \tau
$$

where $\sigma$ is a Lyubeznik-critical subset. From this description, it is easy to see that a Lyubeznik resolution is minimal if and only if each Lyubeznik-critical subset does not have any bridge. We shall make use of this observation often in this section.

Proposition 3.6. If $G=L(a, b, c)$, for some nonnegative integers $a, b$, and $c$, then the edge ideal $I(G)$ is Lyubeznik.

Proof. If $G=L(a, 0,0)=K_{1, a+1}$, then it is clear that $I(G)$ is Taylor, and thus any Lyubeznik resolution of $I(G)$ is minimal. For the rest of the proof, we assume that $G=L(a, b, c)$ where $a \geq 1$ or $c \geq 1$. Consider the following total order on $\operatorname{Gens}(I(G))$ :

$$
y y_{b} \succ \cdots \succ y y_{1} \succ x x_{a} \succ \cdots \succ x x_{1} \succ y z_{c} \succ \cdots \succ y z_{1} \succ x z_{c} \succ \cdots \succ x z_{1} \succ x y
$$

We will show that the Lyubeznik resolution of $I(G)$ induced from this total order is minimal. By definition, it suffices to show that any Lyubeznik-critical subset $\sigma$ of $\operatorname{Gens}(I(G))$ has no bridge.

Indeed, since $\sigma$ is Lyubeznik-critical, we have

$$
x y \nmid \sigma \cap\{e \in E(G): e \succ x y\} .
$$

In particular, if an edge incident to $x$ is in $\sigma$, then $\sigma$ does not contain any edge incident to $y$, and vice versa. Suppose that $\sigma$ contains a leaf edge which, without loss of generality, we can assume to be $x x_{1}$. Then $\sigma$ is a subset of

$$
\{x y\} \sqcup\left\{x x_{i}\right\}_{i=1}^{a} \sqcup\left\{x z_{k}\right\}_{k=1}^{c},
$$

and thus has no bridge. On the other hand, suppose that $\sigma$ contains no leaf edges. If $\sigma=\{x y\}$, then it clearly has no bridge. Otherwise, without loss of generality, we can assume that $\sigma$ contains $x z_{1}$. By the same observation, $\sigma$ is then a subset of

$$
\{x y\} \sqcup\left\{x z_{k}\right\}_{k=1}^{c}
$$

and thus has no bridge. This concludes the proof.
Combining the preceding three propositions, we obtain the first main result of the paper.
Theorem 3.7. The edge ideal $I(G)$ is Lyubeznik if and only if $G$ is $L(a, b, c)$ for some nonnegative integers $a, b, c$.

Remark 3.8. Theorem 3.7 can be naturally extended to work over disconnected graphs. This is because the resolution of the edge ideal of a disconnected graph can be obtained by tensoring the corresponding resolutions of its connected components.

For the remaining of this section, we will investigate Lyubeznik resolutions of higher powers of edge ideals of graphs.

Proposition 3.9. Let $G$ be the $K_{1,3}, P_{4}, C_{3}$, or $C_{4}$ graph. Then, the ideal $I(G)^{2}$ is not Lyubeznik. Moreover, if $G$ is among the last three graphs of the given list, then $I(G)^{n}$ is not Lyubeznik for any $n \geq 2$.

Proof. For the first three graphs in the list, $I(G)^{2}$ is generated by 6 monomials, so there are 6 ! possibilities. The first assertion for these graphs can be verified by Macaulay2 computations. For $C_{4}$, one can verify with Macaulay2 that the ideal $\left(x_{1}^{2} x_{2}^{2}, x_{2}^{2} x_{3}^{2}, x_{1}^{2} x_{2} x_{4}, x_{1} x_{2}^{2} x_{3}, x_{2} x_{3}^{2} x_{4}, x_{1} x_{2} x_{3} x_{4}\right)$, an HHZ-subideal of $\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{1} x_{4}\right)^{2}$ with respect to $\left(x_{1} x_{2} x_{3}\right)^{2} x_{4}$, does not admit a minimal Lyubeznik resolution. Thus, the first assertion for $C_{4}$ follows from Lemma 2.14.

The second statement is a direct consequence of the first assertion, Proposition 2.19, and Lemma 2.14.

We are now ready to state the next main result of this section.
Theorem 3.10. Let $G$ be a graph and let $n \geq 2$ be a positive integer. Then the ideal $I(G)^{n}$ is Lyubeznik if and only if one of the following holds:
(1) $G$ is an edge; or
(2) $n=2$ and $G$ is a path of length 2.

Proof. The "if" implication is straightforward. We will prove the "only if" direction.
Assume that $G$ is a graph such that $I(G)^{n}$ is Lyubeznik. By Proposition 3.9, $G$ does not contain, as an induced subgraph, any $C_{k}$, where $k \geq 3$, or $P_{k}$, where $k \geq 4$. In other words, $G$ must be a star graph $K_{1, k}$ for some integer $k$.

If $n=2$, then $G$ does not contain $K_{1,3}$ as an induced subgraph by Proposition 3.9 (1). Thus $k \leq 2$, and $G$ is either an edge or a path of length 2 .

Consider the case that $n>2$. We will show that $I\left(K_{1,2}\right)^{n}$ is not Lyubeznik. This would imply that $G$ does not contain $K_{1,2}$ as an induced subgraph and, hence, the desired statement would follow. To this end, we will exhibit that any Lyubeznik resolution of $S / I\left(K_{1,2}\right)^{n}$ has length at least 3 and, thus, is not minimal, due to the Auslander-Buchsbaum-Serre theorem.

Since the Lyubeznik resolutions of $I\left(K_{1,2}\right)$ and its powers are the same as those of the ideal generated by two variables, it suffices to consider the ideal $(x, y)$. Fix any total order $(\succ)$ on $\operatorname{Gens}\left((x, y)^{n}\right)$ and let $m_{1} \prec m_{2} \prec m_{3}$ be the three smallest monomials with respect to ( $\succ$ ). We can set write

$$
m_{1}=x^{a} y^{n-a} \text { and } m_{2}=x^{b} y^{n-b},
$$

for some integers $a$ and $b$. By symmetry, we can assume that $a>b$.
It suffices to construct a Lyubeznik-critical subset $\sigma$ of $\operatorname{Gens}\left((x, y)^{n}\right)$ of cardinality 3. Consider the sets

$$
\sigma_{m}:=\left\{m_{1}, m_{2}, m\right\} \text { and } \tau_{m^{\prime}}:=\left\{m_{1}, m_{3}, m^{\prime}\right\}
$$

where $m, m^{\prime} \in \operatorname{Gens}\left((x, y)^{n}\right), m \succ m_{2}$, and $m^{\prime} \succ m_{3}$. Note that $m^{\prime}$ always exists since $n>2$. By definition, $\sigma_{m}$ is Lyubeznik-critical if and only if $m_{1} \nmid \operatorname{lcm}\left(m_{2}, m\right)$, and $\tau_{m^{\prime}}$ is Lyubeznik-critical if and only if $m_{1} \nmid \operatorname{lcm}\left(m_{3}, m^{\prime}\right)$ and $m_{2} \nmid \operatorname{lcm}\left(m_{3}, m^{\prime}\right)$.

The proof completes by showing that there always exists $m$ or $m^{\prime}$ so that either $\sigma_{m}$ or $\tau_{m^{\prime}}$ is critical. Indeed, if $a>1$, then $\sigma_{m}$ is Lyubeznik-critical for $m=x^{a-1} y^{n-a+1}$. On the other hand, if $a=1$, i.e., $m_{1}=x y^{n-1}$, then it follows that $m_{2}=y^{n}$. In this case, $\tau_{m^{\prime}}$ is Lyubeznik-critical for any $m^{\prime}$.

## 4. Powers of edge ideals that are bridge-friendly

In this section, we will study graphs $G$ and integers $n$ such that $I(G)^{n}$ is bridge-friendly. As in the previous section, we begin with the case when $n=1$.

The following result is immediate from Lemma 2.9 and Remark 2.12.
Proposition 4.1. An edge ideal $I(G)$ is not bridge-friendly (with respect to $(\succ)$ ) if and only if there exist a type-1 set $\tau \subseteq E(G)$ and monomials $m_{1} \succ m_{2} \succ m_{3}$ in $E(G)$ satisfying the conditions in Lemma 2.9. Moreover, if $m_{3}=y z$, then in $\tau \cup\left\{m_{1}, m_{2}\right\}, m_{1}$ and $m_{3}$ are the only edges containing $y$, and $m_{2}$ and $m_{3}$ are the only edges containing $z$, or vice versa.

Proof. The proof is straightforward from Lemma 2.9 and Remark 2.12.
Proposition 4.1 roughly says that it is quite restrictive for an edge ideal not to be bridgefriendly. We will see, in Theorem 5.3, that edge ideals of trees are bridge-friendly. For the interest of edge ideals of hypertrees in a more general context, we shall leave the proof of this fact until Section 5. The next result addresses edge ideals of cycles.

Proposition 4.2. The edge ideal of an $n$-cycle $I\left(C_{n}\right)$ is bridge-friendly if and only if $n \in$ $\{3,5,6\}$.

Proof. The statement can be verified for $n \leq 6$. Suppose that $n \geq 7$, and set

$$
I\left(C_{n}\right)=\left(x_{1} x_{2}, x_{2} x_{3}, \ldots, x_{n-1} x_{n}, x_{n} x_{1}\right)
$$

Consider any total order $(\succ)$ on $\operatorname{Gens}\left(I\left(C_{n}\right)\right)$. Without loss of generality, assume $x_{1} x_{2}$ is the smallest monomial with respect to $(\succ)$. Set

$$
\begin{aligned}
\tau & :=\left\{x_{1} x_{2}, x_{3} x_{4}, x_{n-1} x_{n}\right\}, \\
m_{1} & :=x_{2} x_{3}, \\
m_{2} & :=x_{n} x_{1} \\
m_{3} & :=x_{1} x_{2} .
\end{aligned}
$$

One can verify that these elements satisfy the condition in Lemma 2.9. Thus, $I\left(C_{n}\right)$ is not bridge-friendly.

Proposition 4.2 suggests that, in examining bridge-friendly edge ideals, one should investigate graphs whose induced cycles are only $C_{3}, C_{5}$ or $C_{6}$. Unfortunately, understanding the class of such graphs poses a challenging problem. Our approach is to focus on special classes of graphs for which the cycle structures are better understood. Particularly, we shall consider chordal graphs, i.e., graphs whose induced cycles are only triangles, and unicyclic graphs, i.e., graphs that contains exactly one induced cycle.

The following result gives a few additional "forbidden structures" for being bridge-friendly. We remark here that the property of being bridge-friendly is purely combinatorial without any reference to the base field, so this can be verified by any computer algebra system. We have made use of Sage [29] to do the exhaustive computations.

Proposition 4.3. Let $G$ be one of the following graphs:
(1) The complete graph $K_{4}$ 区.
(2) The gem graph $\Delta$.
(3) The kite graph $\downarrow$.
(4) The net graph $\downarrow$.
(5) The 5-sunlet graph 다.
(6) The 123-trimethylcyclohexane graph
(7) The 135-trimethylcyclohexane graph - $-\mathbf{q}$.

Then $I(G)$ is not bridge-friendly.
Proof. Verified with Sage computations.
Propositions 4.2 and 4.3 , coupled with Corollary 2.16, state that graphs that contain any forbidden structures are not bridge-friendly. The following definition is crucial in classifying chordal graphs that avoid the forbidden structures described in Proposition 4.3.

Definition 4.4. Let $T=(V(T), E(T))$ be a tree graph and let $\mathrm{w}: E(T) \rightarrow \mathbb{Z}_{\geq 0}$ be an edgeweight function on $T$. Let $\operatorname{BF}(T$, w) denote the graph with vertex set

$$
V(T) \sqcup \bigsqcup_{e \in E(T)}\left\{v_{e, 1}, v_{e, 2}, \ldots, v_{e, \mathrm{w}(e)}\right\}
$$

and edge set

$$
E(T) \sqcup \bigsqcup_{y z=e \in E(T)}\left\{y v_{e, i}\right\}_{i=1}^{\mathrm{w}(e)} \cup\left\{z v_{e, i}\right\}_{i=1}^{\mathrm{w}(e)}
$$

Roughly speaking, $\operatorname{BF}(T, \mathrm{w})$ is obtained from $T$ by, for each edge $e \in E(T)$, attaching $\mathrm{w}(e)$ new triangles along the edge $e$. This class of graphs has a nice characterization as follows.

Proposition 4.5. Let $G$ be a graph. Then, $G=\mathrm{BF}(T, \mathrm{w})$, for a tree graph $T$ and an edgeweight function $\mathrm{w}: E(T) \rightarrow \mathbb{Z}_{\geq 0}$, if and only if $G$ is chordal and any induced 3-cycle of $G$ has a vertex of degree 2.

Proof. Assume that $G=\operatorname{BF}(T, \mathrm{w})$ for some tree $T$ and function w: $E(T) \rightarrow \mathbb{Z}_{\geq 0}$. It is clear that any of its induced 3 -cycle has a vertex of degree 2 . It can also be seen that any induced cycle of $G$ is a 3 -cycle attached to an edge of $T$. Thus, $G$ is chordal.

We now proceed with the other implication. Let $G$ be a chordal graph such that any of its induced 3 -cycle has a vertex of degree 2 . Consider the function

$$
\begin{aligned}
\{\text { induced 3-cycles of } G\} & \rightarrow V(G) \times E(G) \\
C & \mapsto\left(x_{C}, y_{C} z_{C}\right)
\end{aligned}
$$

where $x_{C}$ is a vertex of $C$ of degree 2 , and $y_{C} z_{C}$ the edge of $C$ opposite $x_{C}$. Observe that an induced 3 -cycle $C$ of $G$ may have many vertices of degree 2 , in which case, we pick $x_{C}$ to be a fixed one among them. Set

$$
\begin{aligned}
& V:=V(G) \backslash\left\{x_{C}: C \text { is an induced 3-cycle of } G\right\} \\
& E:=E(G) \backslash\left\{x_{C} y_{C}, x_{C} z_{C}: C \text { is an induced 3-cycle of } G\right\}
\end{aligned}
$$

Let $T$ be the induced subgraph of $G$ with the vertex set $V$. Since each vertex of $G$ that is not in $T$ is of degree 2, deleting them means deleting the two edges containing it. In other words, $E(T)=E$.

We claim that for each induced 3-cycle $C$ of $G$, the edge $y_{C} z_{C}$ is an edge of $T$. Indeed, suppose otherwise that $y_{C}=x_{C^{\prime}}$ is a vertex of degree 2 of a different induced 3 -cycle $C^{\prime}$. Then, $C^{\prime}$ must contain the only two edges containing $y_{C}$, namely $x_{C} y_{C}$ and $y_{C} z_{C}$, and thus $C^{\prime}=C$, a contradiction. Therefore, the claim holds and hence $T$ is connected.

Since any 3-cycle in $G$ becomes an edge in $T$, the latter has no cycle. Thus, $T$ is a tree. We can define the following edge-weight function

$$
\begin{aligned}
\mathrm{w}: E=E(T) & \rightarrow \mathbb{Z}_{\geq 0} \\
e & \mapsto \mid\left\{C: C \text { is an induced 3-cycle of } G \text { such that } y_{C} z_{C}=e\right\} \mid
\end{aligned}
$$

Since the vertices that we delete from $G$ to obtain $T$ are all of degree $2, T$ is obtained from $G$ by deleting all of these vertices and all pairs of edges containing each of them. This is a bijective process, i.e., we can obtain $G$ from $T$, provided that we know how many vertices needed to add in for each edge of $T$, which is recorded in the function w . To sum up, $G=\mathrm{BF}(T, \mathrm{w})$, as desired.

We are now ready to classify chordal graphs that avoid forbidden structures described in Proposition 4.3. (Note that the 5 -sunlet, the 123 - and 135 -trimethylcyclohexanes are not chordal.)

Proposition 4.6. A chordal graph is $\mathrm{BF}(T, \mathrm{w})$ for a tree $T$ and an edge-weight function w : $E(T) \rightarrow \mathbb{Z}_{\geq 0}$ if and only if it does not contain, as an induced subgraph any 4-complete graph $\boxtimes$, gem graph $\Delta \triangle$, kite grapth $\downarrow$, or net graph $\downarrow$.

Proof. It is clear that the graph $\mathrm{BF}(T, \mathrm{w})$ does not contain the list of forbidden graphs, as an induced subgraph. We will only show the other implication.

Let $G$ be a chordal graph that does not contain any of the listed forbidden induced subgraphs. If $G$ is a tree or $C_{3}$, then we are done. By Proposition 4.5, it suffices to show that any induced triangle $C_{3}$ in $G$ has a vertex of degree 2. Suppose otherwise that $G$ contains a $C_{3}$, with vertices $x, y$, and $z$, such that these vertices are of degrees at least 3 . Equivalently, $x, y$, and $z$ are each connected to at least a vertex other than the remaining two vertices. We consider the following possibilities on the additional neighbors of $x, y$ and $z$.

- The vertices $x, y$ and $z$ have a common neighbor outside of the triangle $x y z$. In this case, $G$ contains a 4 -complete graph $\mathbb{Z}$, a contradiction.
- The vertices $x, y$ and $z$ have no common neighbor outside of $x y z$, but two of the vertices do. Without loss of generality, assume that for some vertex $w \in V(G), w x, w y \in E(G)$, but $w z \notin E(G)$. Since $z$ is of degree at least 3 , there exists a neighbor $z^{\prime}$ of $z$ other than $x$ and $y$. Clearly $z^{\prime}$ cannot be connected to both $x$ and $y$. Assume that $z^{\prime} x \notin E(G)$.

If $z^{\prime} w \in E(G)$, then $G$ contains an induced 4-cycle on the vertices $z^{\prime} z x w$, and so $G$ is not chordal. If $z^{\prime} w \notin E(G)$ and $z^{\prime} y \in E(G)$, then $G$ contain an induced gem graph $\Delta$. If $z^{\prime} x, z^{\prime} y, z^{\prime} w \notin E(G)$, then $G$ contains an induced kite graph $\Downarrow$. The last two cases both lead to a contradiction.

- No two vertices among $\{x, y, z\}$ have a common neighbor outside of the triangle $x y z$. Since the degree of these vertices are at least 3 , we may assume that there are additional edges $x x^{\prime}, y y^{\prime}, z z^{\prime}$, with distinct vertices $x^{\prime}, y^{\prime}, z^{\prime}$. If there is an edge between $x^{\prime}, y^{\prime}$ and $z^{\prime}$, say $x^{\prime} y^{\prime} \in E(G)$, then $G$ contains an induced $C_{4}$ over the vertices $x y y^{\prime} x^{\prime}$, and so $G$ is not chordal. If there is no edge between $x^{\prime}, y^{\prime}$ and $z^{\prime}$, then $G$ contains an induced net graph $\downarrow$, a contradiction.

Before continuing to prove that $\mathrm{BF}(T, \mathrm{w})$ are bridge-friendly, we shall define a particular total order $(\succ)$ on $E(T)$. For a fixed vertex $x_{0}$ in $T$, we shall view $T$ as a rooted tree with root $x_{0}$. Each vertex $v \in V(T)$ determines a unique path from $v$ to $x_{0}$. For $i \in \mathbb{N}$, let

$$
V_{i}:=\left\{v \in V(T) \mid \operatorname{dist}_{T}\left(v, x_{0}\right)=i\right\}
$$

be the set of vertices in $T$ whose distance to $x_{0}$ is $i$. Obviously, $V(T)=\bigcup_{i \in \mathbb{Z} \geq 0} V_{i}$. Let $c_{i}=\left|V_{i}\right|$, for $i \in \mathbb{Z}_{\geq 0}$. We shall consider a specific labeling for the vertices in $T$ given by writing

$$
V_{i}=\left\{x_{i, j} \mid 1 \leq j \leq c_{i}\right\}
$$

(with the convention that $x_{0,1}=x_{0}$.) With respect to this particular labeling of the vertices in $T$, define the following total order $(\succ)$ on $E(T)$ :

$$
x_{i, j} x_{i+1, k} \succ x_{i^{\prime}, j^{\prime}} x_{i^{\prime}+1, k^{\prime}} \text { if }\left[\begin{array}{l}
i<i^{\prime} ; \text { or } \\
i=i^{\prime} \text { and } j<j^{\prime} ; \text { or } \\
i=i^{\prime}, j=j^{\prime} \text { and } k<k^{\prime} .
\end{array}\right.
$$

Proposition 4.7. If $G=\mathrm{BF}(T, \mathrm{w})$, for a tree $T$ and an edge-weight function $\mathrm{w}: E(T) \rightarrow \mathbb{Z}_{\geq 0}$, then the edge ideal $I(G)$ is bridge-friendly.

Proof. As before, fix a vertex $x_{0}$ of $T$ and view $T$ as a tree rooted at $x_{0}$. Let $V_{i}$, the labeling $x_{i, j}$ 's for the vertices of $T$, and the total order $(\succ)$ be defined as above.

We shall first extend the total order $(\succ)$ to $E(G)$. By induction, it suffices to extend the total order $(\succ)$ to $E(H)$, where $H$ is obtained by attaching $l$ triangles along an edge $e \in E(T)$. Suppose that $e=\left\{x_{i, j}, x_{i+1, k}\right\}$ and the $l$ new vertices in $H$ are $v_{e, 1}, \ldots, v_{e, l}$. Let $e^{\prime} \succ e$ be the edge immediately before $e$ in the total order $(\succ)$ of $E(T)$. The total order on $E(H)$ is now given by setting:

$$
e^{\prime} \succ x_{i, j} v_{e, 1} \succ \cdots \succ x_{i, j} v_{e, l} \succ x_{i+1, k} v_{e, 1} \succ \cdots \succ x_{i+1, k} v_{e, l} \succ e .
$$

We will show that $I(G)$ is bridge-friendly with respect to $(\succ)$. Suppose otherwise that $I(G)$ is not bridge-friendly. By Proposition 4.1, there exists a collection of edges $\tau \subseteq E(G)$ and edges $m_{1} \succ m_{2} \succ m_{3}$ in $E(G)$ such that if we set $m_{3}=y z$, then no other edge in $\tau$ contains $y$ or $z$, and $m_{1}, m_{2}$ are gaps of $\tau$. We shall arrive at a contradiction. Consider the following possibilities:

- $m_{3}$ is an edge of $T$, i.e., $m_{3}=x_{i, j} x_{i+1, k}$ for some integers $i, j$, and $k$. The only edges that contain $x_{i+1, k}$, and are larger than $m_{3}$, are of the form $x_{i+1, k} v_{m_{3}, l}$ for some $1 \leq$ $l \leq \mathrm{w}\left(m_{3}\right)$. So, either $m_{1}$ or $m_{2}$ must be of this form. Since they are both gaps of $\tau$, and there are exactly two edges that contain $v_{m_{3}, l}$, we must have $x_{i, j} v_{m_{3}, l} \in \tau$, a contradiction.
- $m_{3}=x_{i, j} v_{e, l}$ for some edge $e=x_{i, j} x_{i+1, k} \in E(T)$ and integer $l$. Then, the only edge that contains $v_{e, l}$, other than $m_{3}$ itself, is $x_{i+1, k} v_{e, l}$, which is smaller than $m_{3}$. Thus, such $m_{1}$ and $m_{2}$ do not exist, a contradiction.
- $m_{3}=x_{i+1, k} v_{e, l}$ for some edge $e=x_{i, j} x_{i+1, k} \in E(T)$ and integer $l$. Then, the only edge that contains $v_{e, l}$, other than $m_{3}$ itself, is $x_{i, j} v_{e, l}$, and the only edges that contain $x_{i+1, k}$, and are bigger than $m_{3}$ itself, must be of the form $x_{i+1, k} v_{e, l^{\prime}}$ for some integer $l^{\prime}$. We can thus assume that $m_{1}=x_{i, j} v_{e, l}$ and $m_{2}=x_{i+1, k} v_{e, l^{\prime}}$. Since $m_{2}$ is a gap of $\tau$, it follows that $x_{i, j} v_{e, l^{\prime}} \in \tau$. Observe that $x_{i, j} v_{e, l^{\prime}}$ and $m_{3}$ are both in $\tau$ and bigger than $e$, and

$$
e=x_{i, j} x_{i+1, k} \mid \operatorname{lcm}\left(x_{i, j} v_{e, l^{\prime}}, m_{3}\right)
$$

Hence, by Corollary $2.13, e$ is a true gap of $\tau$. This contradicts the fact that $m_{2}$ can be chosen to be the smallest true gap of $\tau$.

Combining Propositions 4.3, 4.6, and 4.7, we obtain our next main result.
Theorem 4.8. Let $G$ be a chordal graph. The edge ideal $I(G)$ is bridge-friendly if and only if $G$ is $\mathrm{BF}(T, \mathrm{w})$ for some tree $T$ and edge-weight function $\mathrm{w}: E(T) \rightarrow \mathbb{Z}_{\geq 0}$.

As mentioned earlier, the first nontrivial class of non-chordal graphs is that of unicyclic graphs. A connected unicyclic graph consists of a cycle, say $C_{n}$, joined at its vertices with at most $n$ trees. Our next result is stated as follows.

Theorem 4.9. Let $G$ be a unicyclic graph. Then, $I(G)$ is bridge-friendly if and only if either $G$ contains a $C_{3}$ or a $C_{5}$ with one vertex of degree L, or $G$ contains a $C_{6}$ with two opposite vertices of degree 2.

Proof. By Proposition 4.2, if $I(G)$ is bridge-friendly, then the only cycle in $G$ must be either $C_{3}, C_{5}$, or $C_{6}$. Together with the structure of forbidden unicyclic graphs given in Proposition 4.3 , it is clear that this unique cycle in $G$ has to be either a $C_{3}$ with a vertex of degree 2 , or a $C_{5}$ with a vertex of degree 2 , or a $C_{6}$ with two opposite vertices of degree 2 . This establishes the "only if" part. For the "if" part, let $G$ be a unicyclic graph of the described form. We will show that $I(G)$ is bridge-friendly.

If $G$ contains a $C_{3}$ with a vertex of degree 2, then the conclusion follows from Theorem 4.8. Assume that $G$ contains a $C_{5}$ or a $C_{6}$. By contradiction, suppose that $I(G)$ is not bridge-friendly.

By Proposition 4.1, for any total order $(\succ)$ on $E(G)$, there exists a collection of edges $\tau \subseteq E(G)$ and edges $m_{1} \succ m_{2} \succ m_{3}$ in $E(G)$ such that if we set $m_{3}=y z$, then no other edge in $\tau$ contains $y$ or $z ; m_{1}, m_{2}$ are true gaps of $\tau, m_{1}$ does not dominate any true gap of $\tau \cup\left\{m_{1}\right\}$, and $\operatorname{sb}\left(\tau \cup\left\{m_{1}\right\}\right)=m_{1}$.

Consider the case where $G$ contains a $C_{5}$, whose edges are $\left\{x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{4} x_{5}, x_{1} x_{5}\right\}$, and assume that $x_{1}$ is a a vertex of degree 2 in $G$. Particularly, the neighbors of $x_{1}$ in $G$ are exactly $x_{2}$ and $x_{5}$. For $i=2, \ldots, 5$, we denote the tree attached to the vertex $x_{i}$ of the unique
$C_{5}$ in $G$ by $T_{i}$, and view $T_{i}$ as a rooted tree with root $x_{i}$. For each rooted tree $T_{i}, i=2, \ldots, 5$, let $(\succ)$ denote the total order on its edges as describe before Proposition 4.7. We extend these into a total order $(\succ)$ on $E(G)$ as follows:

$$
x_{1} x_{5} \succ x_{1} x_{2} \succ x_{2} x_{3} \succ x_{3} x_{4} \succ x_{4} x_{5} \succ E\left(T_{2}\right) \succ \cdots \succ E\left(T_{5}\right) .
$$

The edge $m_{3}$ is an edge of $G$ such that there are two larger edges (with respect to $(\succ)$ ) containing the two ends of $m_{3}$. The only such possibility is $m_{3}=x_{4} x_{5}$. This forces $m_{1}=x_{1} x_{5}$, $m_{2}=x_{3} x_{4}$, and in particular, implies that $\tau$ does not have any edge, other than $m_{3}$, that contains $x_{4}$ or $x_{5}$. Since $m_{1}=\operatorname{sb}\left(\tau \cup\left\{m_{1}\right\}\right)$, we have $x_{1} x_{2} \in \tau$, and $x_{1} x_{2}$ is not a bridge of $\tau \cup\left\{m_{1}\right\}$. Hence $\tau$ does not have any edge, other than $x_{1} x_{2}$, that contains $x_{2}$, including $x_{2} x_{3}$. Next, the fact that $m_{2}=\operatorname{sb}\left(\tau \cup\left\{m_{2}\right\}\right)$ implies that no edge in $\tau \cup\left\{m_{2}\right\}$ containing $x_{3}$ is a bridge of $\tau \cup\left\{m_{2}\right\}$. Since $m_{2}$ and $x_{2} x_{3}$ share the vertex $x_{3}$, no edge in $\tau \cup\left\{m_{1}, x_{2} x_{3}\right\}$ containing $x_{3}$ is a bridge of $\tau \cup\left\{m_{1}, x_{2} x_{3}\right\}$, either. Combining this with the above result that $\tau$ does not have any edge, other than $x_{1} x_{2}$, that contains $x_{2}$, the set $\tau \cup\left\{m_{1}, x_{2} x_{3}\right\}$ does not have any bridge smaller than $x_{2} x_{3}$ itself. By definition, $x_{2} x_{3}$ is a true gap of $\tau \cup\left\{m_{1}\right\}$, and hence $m_{1}$ dominates a true gap in $\tau \cup\left\{m_{1}\right\}$, a contradiction.

Finally, suppose that $G$ contains a $C_{6}$, whose edges are $\left\{x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{4} x_{5}, x_{5} x_{6}, x_{1} x_{6}\right\}$, and assume that $x_{1}$ and $x_{4}$ are of degree 2. As before, for $i \neq 1,4$, let $T_{i}$ denoted the rooted tree attached to the vertex $x_{i}$ on the unique $C_{6}$ in $T$. We extend the total order ( $\succ$ ) on $E\left(T_{i}\right)$ 's to that on $E(G)$ in the same manner as before, namely,

$$
x_{1} x_{6} \succ x_{1} x_{2} \succ x_{2} x_{3} \succ x_{3} x_{4} \succ x_{4} x_{5} \succ x_{5} x_{6} \succ E\left(T_{1}\right) \succ \cdots \succ E\left(T_{6}\right)
$$

By similar arguments, the only possibility for $m_{3}$ is $m_{3}=x_{5} x_{6}$. This forces $m_{1}=x_{1} x_{6}$, $m_{2}=x_{4} x_{5}$, and in particular, implies that $\tau$ does not have any edge, other than $m_{3}$, that contains $x_{5}$ or $x_{6}$. Since $m_{1}$ and $m_{2}$ are both gaps of $\tau$, and $x_{1}$ and $x_{4}$ are both of degree 2 , we must have $x_{1} x_{2}, x_{3} x_{4} \in \tau$. The fact that $m_{1}=\operatorname{sb}\left(\tau \cup\left\{m_{1}\right\}\right)$, in particular, implies that $x_{2} x_{3} \notin \tau$, and that $\tau \cup\left\{m_{1}\right\}$ has exactly one bridge, namely $m_{1}$ itself. Since $\tau \cup\left\{m_{1}\right\}$ already has $x_{1} x_{2}$ and $x_{3} x_{4}$, the set of all bridges of $\tau \cup\left\{m_{1}, x_{2} x_{3}\right\}$ is a subset of $\left\{m_{1}, x_{1} x_{2}, x_{3} x_{4}\right\}$. Since $x_{4}$ is of degree $2, x_{3} x_{4}$ is not a bridge of $\tau \cup\left\{m_{1}, x_{2} x_{3}\right\}$. In summary, $\tau \cup\left\{m_{1}, x_{2} x_{3}\right\}$ does not have a bridge smaller than $x_{2} x_{3}$ itself. By definition, $x_{2} x_{3}$ is a true gap of $\tau \cup\left\{m_{1}\right\}$, and hence $m_{1}$ dominates a true gap in $\tau \cup\left\{m_{1}\right\}$, a contradiction.

We end the discussion of bridge-friendly edge ideals with an example of a graph $G$ that does not contain any of the forbidden graphs in Proposition 4.3, and yet $I(G)$ is bridge-friendly.

Example 4.10. Let $G$ be the join of two 6 -cycles at three consecutive edges. Note that $G$ is not chordal.


One can verify that $I(G)$ is bridge-friendly with respect to the total order

$$
v y \succ u x \succ x z \succ t w \succ y z \succ w z \succ s t \succ s v \succ s u
$$

Remark 4.11. As in Remark 3.8, it is worth noting that Theorems 4.8 and 4.9 can be extended to work over disconnected graphs.

For the remaining of this section, we focus on higher powers of edge ideals of graphs. Similar to what happened to the Lyubeznik resolutions, edge ideals whose some higher power is bridgefriendly form a much smaller class.

Proposition 4.12. Let $G$ be one of the following graphs:
(1) The 4-star graph $K_{1,3}$.
(2) The 4-path graph $P_{4}$;
(3) The 4-cycle graph $C_{4}$.
(4) The paw graph $\triangleright$.
(5) The diamond graph $\boxtimes$.
(6) The complete graph $K_{4}$ 区.

Then, the ideals $I(G)^{2}$ and $I(G)^{3}$ are not bridge-friendly. Moreover, if $G$ is among the first three graphs, then $I(G)^{n}$ is not bridge-friendly for any $n \geq 2$.

Proof. (1) If $G$ is a 4-star graph $K_{1,3}$, then $I(G)$ behaves in the same way as the ideal generated by three variables. Hence, we can focus on the ideal $J=\left(x_{1}, x_{2}, x_{3}\right)$ instead of $I(G)$ and derive at the same conclusions.

One can verify that $J^{2}$ and $J^{3}$ are not bridge-friendly, using Sage computations. Note that for $J^{3}$, there are only 7 ! total orders that need checking, since the positions of $x_{1}^{3}, x_{2}^{3}$, and $x_{3}^{3}$ do not matter. Consider $n \geq 4$. Compute the HHZ-subideal of $\left(J^{n}\right)^{\leq x_{1}^{n} x_{2}^{2} x_{3}^{2}}$, we get:

$$
\left(x_{1}^{n}, x_{1}^{n-1} x_{2}, x_{1}^{n-1} x_{3}, x_{1}^{n-2} x_{2}^{2}, x_{1}^{n-2} x_{2} x_{3}, x_{1}^{n-2} x_{3}^{2}, x_{1}^{n-3} x_{2}^{2} x_{3}, x_{1}^{n-3} x_{2} x_{3}^{2}, x_{1}^{n-4} x_{2}^{2} x_{3}^{2}\right)
$$

By factoring out necessary powers of $x_{1}$, this ideal behaves the same way as

$$
\left(x_{1}^{4}, x_{1}^{3} x_{2}, x_{1}^{3} x_{3}, x_{1}^{2} x_{2}^{2}, x_{1}^{2} x_{2} x_{3}, x_{1}^{2} x_{3}^{2}, x_{1} x_{2}^{2} x_{3}, x_{1} x_{2} x_{3}^{2}, x_{2}^{2} x_{3}^{2}\right)
$$

One can verify that this last ideal is not bridge-friendly, and thus neither is $J^{n}$ nor $I(G)^{n}$, by Lemma 2.15.
(2) If $G$ is the 4-path graph $P_{4}$, then one can check that $I(G)^{2}$ is not bridge-friendly with Sage by exhausting the 6 ! possible total orders. Hence $I(G)^{n}$ is not bridge-friendly for any $n \geq 2$, by Proposition 2.19 and Lemma 2.15.
(3) If $G$ is the 4 -cycle graph $C_{4}$, i.e., $I(G)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{1} x_{4}\right)$, then we can compute the following HHZ-subideal of $I(G)^{2}$ :

$$
\left(I(G)^{2}\right)^{\leq\left(x_{1} x_{2} x_{3}\right)^{2} x_{4}}=\left(x_{1}^{2} x_{2}^{2}, x_{2}^{2} x_{3}^{2}, x_{1}^{2} x_{2} x_{4}, x_{1} x_{2}^{2} x_{3}, x_{2} x_{3}^{2} x_{4}, x_{1} x_{2} x_{3} x_{4}\right)
$$

Once again, this ideal can be verified to be not bridge-friendly, by checking all 6 ! total orders. Therefore, $I(G)^{n}$ is not bridge-friendly, for all $n \geq 2$, by Proposition 2.19 and Lemma 2.15.
(4) If $G$ is the paw graph $\downarrow$, i.e., $I(G)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{1} x_{3}, x_{3} x_{4}\right)$, then we can compute the following HHZ-subideal of $I(G)^{2}$ :

$$
\left(I(G)^{2}\right)^{\leq\left(x_{1} x_{3} x_{4}\right)^{2} x_{2}}=\left(x_{1}^{2} x_{3}^{2}, x_{3}^{2} x_{4}^{2}, x_{1}^{2} x_{2} x_{3}, x_{1} x_{2} x_{3}^{2}, x_{1} x_{3}^{2} x_{4}, x_{2} x_{3}^{2} x_{4}, x_{1} x_{2} x_{3} x_{4}\right)
$$

One can verify that this ideal is not bridge-friendly by checking all 7! total orders. Thus $I(G)^{2}$ is not bridge-friendly by Lemma 2.15. Moreover, one can check that

$$
\left(I(G)^{3}\right)^{\leq\left(x_{1} x_{2} x_{4}\right)^{3} x_{3}^{2}}=x_{1} x_{2} I(G)^{2},
$$

which is the same as $I(G)^{2}$. Thus $I(G)^{3}$ is not bridge-friendly.
(5) If $G$ is the diamond graph $\boxtimes$, i.e., $I(G)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{1} x_{4}, x_{2} x_{4}\right)$, then we can compute the following HHZ-subideals:

$$
\begin{aligned}
& \left(I(G)^{2}\right)^{\leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}}=\left(x_{2}^{2} x_{4}^{2}, x_{1} x_{2}^{2} x_{3}, x_{1} x_{2}^{2} x_{4}, x_{1} x_{2} x_{4}^{2}, x_{1} x_{3} x_{4}^{2}, x_{2}^{2} x_{3} x_{4}, x_{2} x_{3} x_{4}^{2}, x_{1} x_{2} x_{3} x_{4}\right) \\
& \left(I(G)^{3}\right)^{\leq\left(x_{2} x_{4}\right)^{3} x_{1} x_{3}}=x_{2} x_{4}\left(I(G)^{2}\right)^{\leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}}
\end{aligned}
$$

One can verify that $\left(I(G)^{2}\right) \leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}$ is not bridge-friendly by checking all 8 ! total orders. Thus both $I(G)^{2}$ and $I(G)^{3}$ are not bridge-friendly by Lemma 2.15.
(6) We consider the complete graph $K_{4}$ on the four vertices $x_{1}, x_{2}, x_{3}, x_{4}$. One can check that

$$
\begin{aligned}
& \left(I\left(K_{4}\right)^{2}\right)^{\leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}}=\left(I(H)^{2}\right)^{\leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}} \\
& \left(I\left(K_{4}\right)^{3}\right)^{\leq\left(x_{2} x_{4}\right)^{3} x_{1} x_{3}}=x_{2} x_{4}\left(I\left(K_{4}\right)^{2}\right)^{\leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}}
\end{aligned}
$$

where $H$ is the diamond graph $\boxtimes$ in part (5). It is then known that $\left(I(H)^{2}\right)^{\leq} \leq\left(x_{2} x_{4}\right)^{2} x_{1} x_{3}$ is not bridge-friendly and, thus, neither are $I\left(K_{4}\right)^{2}$ and $I\left(K_{4}\right)^{3}$ by Lemma 2.15.

The result and technique for when $G=C_{3}$ is a bit different, so we will treat it separately.
Proposition 4.13. The monomial ideal $I\left(C_{3}\right)^{n}$ is bridge-friendly if and only if $n \leq 3$.
Proof. Set $I\left(C_{3}\right)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{1} x_{3}\right)$. One can check that $I\left(C_{3}\right)^{2}$ and $I\left(C_{3}\right)^{3}$ are bridge-friendly with respect to the total orders

$$
x_{2}^{2} x_{3}^{2} \succ x_{1} x_{2}^{2} x_{3} \succ x_{1}^{2} x_{2}^{2} \succ x_{1} x_{2} x_{3}^{2} \succ x_{1}^{2} x_{3}^{2} x_{1}^{2} x_{2} x_{3}
$$

and

$$
x_{1}^{3} x_{3}^{3} \succ x_{2}^{3} x_{3}^{3} \succ x_{1}^{3} x_{2}^{3} \succ x_{1}^{2} x_{2} x_{3}^{3} \succ x_{1} x_{2}^{3} x_{3}^{2} \succ x_{1}^{2} x_{2}^{3} x_{3} \succ x_{1}^{3} x_{2} x_{3}^{2} \succ x_{1}^{3} x_{2}^{2} x_{3} \succ x_{1}^{2} x_{2}^{2} x_{3}^{2} \succ x_{1} x_{2}^{2} x_{3}^{3},
$$

respectively. In fact, we have the following claims:
Claim 4.14. If $(\succ)$ is a total order with respect to which $I\left(C_{3}\right)^{2}$ is bridge-friendly, then

$$
\min _{\succ} \operatorname{Gens}\left(I(G)^{2}\right) \in\left\{x_{1}^{2} x_{2} x_{3}, x_{1} x_{2}^{2} x_{3}, x_{1} x_{2} x_{3}^{2}\right\}
$$

Claim 4.15. If $(\succ)$ is a total order with respect to which $I(G)^{3}$ is bridge-friendly, then

$$
\min _{\succ} \operatorname{Gens}\left(I(G)^{3}\right)=x_{1}^{2} x_{2}^{2} x_{3}^{2}
$$

The first claim can be verified by checking all 6 ! total orders. For the second claim, suppose that $(\succ)$ is a total order with respect to which $I(G)^{3}$ is bridge-friendly. By the arguments in the proof of Proposition 2.19, we have

$$
\begin{aligned}
& \left(I(G)^{3}\right)^{\leq\left(x_{2} x_{3}\right)^{3} x_{1}^{2}}=x_{2} x_{3} I(G)^{2}, \\
& \left(I(G)^{3}\right)^{\leq\left(x_{1} x_{3}\right)^{3} x_{2}^{2}}=x_{1} x_{3} I(G)^{2}, \\
& \left(I(G)^{3}\right)^{\leq\left(x_{1} x_{2}\right)^{3} x_{3}^{2}}=x_{1} x_{2} I(G)^{2} .
\end{aligned}
$$

Combining this observation and Claim 4.14, if $\min _{\succ} \operatorname{Gens}\left(I(G)^{3}\right)$ divides $\left(x_{2} x_{3}\right)^{3} x_{1}^{2}$, then we must have

$$
\underset{\succ}{\min } \operatorname{Gens}\left(I(G)^{3}\right) \in\left\{x_{1}^{2} x_{2}^{2} x_{3}^{2}, x_{1} x_{2}^{3} x_{3}^{2}, x_{1} x_{2}^{2} x_{3}^{3}\right\}
$$

By symmetry, we have similar statements when permuting 1,2 , and 3. By checking all 10 possibilities for $\min _{\succ} \operatorname{Gens}\left(I(G)^{3}\right)$, the only possibility is $\min _{\succ} \operatorname{Gens}\left(I(G)^{3}\right)=x_{1}^{2} x_{2}^{2} x_{3}^{2}$, as claimed.

Back to the proof of Proposition 4.13. By Proposition 2.19 and Lemma 2.15, it suffices to show that $I(G)^{4}$ is not bridge-friendly. Suppose otherwise that there exists a total order ( $\left.\prec\right)$ with respect to which $I(G)^{4}$ is bridge-friendly. By similar arguments as above, we have

$$
\begin{aligned}
& \left(I(G)^{4}\right)^{\leq\left(x_{2} x_{3}\right)^{4} x_{1}^{3}}=x_{2} x_{3} I(G)^{3}, \\
& \left(I(G)^{4}\right)^{\leq\left(x_{1} x_{3}\right)^{4} x_{2}^{3}}=x_{1} x_{3} I(G)^{3}, \\
& \left(I(G)^{4}\right) \leq\left(x_{1} x_{2}\right)^{4} x_{3}^{3}=x_{1} x_{2} I(G)^{3} .
\end{aligned}
$$

By Claim 4.14, if $\min _{\prec} \operatorname{Gens}\left(I(G)^{4}\right)$ divides $\left(x_{2} x_{3}\right)^{4} x_{1}^{3}$, then we must have

$$
\min _{\prec} \operatorname{Gens}\left(I(G)^{4}\right)=x_{1}^{2} x_{2}^{3} x_{3}^{3} .
$$

By symmetry, we have similar statements when permuting 1,2 , and 3 . By checking all generators of $I(G)^{4}$, we conclude that no such element exists, a contradiction. This concludes the proof.

We remark that some of the results above can be generalized, e.g., $I\left(K_{4}\right)^{n}$ being not bridgefriendly for any $n$ can be shown by the same technique for $I\left(K_{4}\right)^{2}$. However, when $n \geq 4$, this fact follows directly from Proposition 4.13.

We are now ready to state the last result of this section.
Theorem 4.16. Let $G$ be a graph and let $n \geq 2$ be a positive integer. Then, the ideal $I(G)^{n}$ is bridge-friendly if and only if one of the following holds:
(1) $G$ is an edge or a path of length 2; or
(2) $n=2,3$ and $G$ is a triangle $C_{3}$.

Proof. The "if" implication follows from [10, Corollary 5.5] and Proposition 4.13. We now show the "only if" direction.

Assume that $I(G)^{n}$ is bridge-friendly. If $n \geq 4$, then by Propositions 4.12 and $4.13, G$ does not contain, as an induced subgraph, any $C_{k}$, where $k \geq 3$, or $P_{k}$, where $k \geq 4$. In other words, $G$ must be a star graph $K_{1, k}$ for some integer $k$. By Proposition 4.12 (1), $G$ does not contain $K_{1,3}$ as an induced subgraph. Thus $k \leq 2$, as desired.

Now, suppose that $n$ equals to 2 or 3 . By Proposition 4.12 (2) and (3), $G$ is chordal. If $G$ is a tree, then by Proposition 4.12 (1) and (2), $G$ must be $K_{1,1}$ or $K_{1,2}$, as desired.

It remains to consider the case when $G$ contains, as an induced subgraph, a $C_{3}$ graph formed by $x, y, z$. If $G=C_{3}$, then we are done by Proposition 4.13. Suppose that $G \neq C_{3}$, i.e., there exists a vertex $w \neq x, y, z$ in $G$. Let $N(w)$ denote the set of neighbors of $w$ among $x, y$, and $z$. We have the following cases:

- $|N(w)|=1$, e.g., $N(w)=\{x\}$. In this case, the induced subgraph of $G$ formed by $x, y, z, w$ is a paw graph $\downarrow$.
- $|N(w)|=2$, e.g., $N(w)=\{x, y\}$. The induced subgraph of $G$ formed by $x, y, z, w$ is a diamond graph $\boxtimes$.
- $|N(w)|=3$, i.e., $N(w)=\{x, y, z\}$. The induced subgraph of $G$ formed by $x, y, z, w$ is a complete graph $K_{4}$ 区.

We arrive at a contradiction to Proposition 4.12 (4), (5), and (6) in all these cases. This concludes the proof.

## 5. Minimal cellular free resolutions of edge ideals of hypertrees

In this section, we take a brief look at the bridge-friendly property for squarefree monomial ideals generated in higher degrees. These ideals can be viewed as the edge ideals of hypergraphs, a more general construction than edge ideals of graphs (cf. [23]).

A hypergraph $\mathcal{H}=(V, \mathcal{E})$ consists of a vertex set $V=\left\{x_{1}, \ldots, x_{r}\right\}$ and an edge set $\mathcal{E}$, whose elements are subsets of $V$. We restrict our attention to simple hypergraphs; that is, when there is no nontrivial containment between the edges in $\mathcal{E}$. A simple hypergraph is also referred to as a Sperner system. A simple graph is a simple hypergraph in which each edge has cardinality 2.

The edge ideal of a hypergraph $\mathcal{H}$ is constructed in a similar fashion as that of a graph. Particularly,

$$
I(\mathcal{H}):=\left\langle\prod_{x \in e} x \mid e \in \mathcal{E}\right\rangle \subseteq S=\mathbb{k}[V]
$$

A hypergraph is equipped with various graphical structures. One such structure comes from the concept of host graphs. This concept has motivations from optimization theory; see, for instance, $[6,8]$. Specifically, a host graph of a hypergraph $\mathcal{H}=(V, \mathcal{E})$ is a graph $H$ over the same vertex set $V$ such that, for each edge $e \in \mathcal{E}$, the induced subgraph of $H$ over the vertices in $e$ is a connected graph. Note that the complete graph is always a host graph of any hypergraph over the same vertex set. Also, a given hypergraph may have several host graphs.
Definition 5.1. A hypergraph is called a hypertree (respectively, hyperpath) if it has a host graph that is a tree (respectively, path).

This concept of hypertrees has been studied in graph theory has found many applications in optimization theory (cf. [6, 8]). We remark that this notion of hypertrees is more general that those constructed in [19, 23], as the latter ones make use of only structures of the hypergraphs but not those of associated host graphs.

Definition 5.2. A hypertree $\mathcal{H}=(V, \mathcal{E})$ is called rooted at a vertex $x \in V$ if there is a host graph $H$ of $\mathcal{H}$, that is a tree, with the property that each hyperedge in $\mathcal{H}$ consists of vertices of different distances from $x$ in $H$. In this case, $x$ is called the root of the hypertree $\mathcal{H}$.

The main result of this section is stated as follows.
Theorem 5.3. Let $\mathcal{H}$ be a rooted hypertree. Then, $I(\mathcal{H})$ is bridge-friendly. In particular, $I(\mathcal{H})$ admits a minimal cellular free resolution.

Proof. Let $\mathcal{H}=(V, \mathcal{E})$ be a rooted hypertree with root $x_{1}^{(0)}$, and let $H$ be its host graph, as in Definition 5.2. Since $H$ is a tree, we can write its vertices as

$$
x_{1}^{(0)}, x_{1}^{(1)}, \ldots, x_{n_{1}}^{(1)}, x_{1}^{(2)}, \ldots, x_{n_{2}}^{(2)}, \ldots
$$

where the distance between $x_{i}^{(j)}$ and $x_{1}^{(0)}$ is exactly $j$, for $1 \leq i \leq n_{j}$. We define the rank function to be

$$
\begin{aligned}
\text { rank : } V & \rightarrow \mathbb{Z} \\
x_{i}^{(j)} & \mapsto j .
\end{aligned}
$$

We will also view $H$ as a rooted tree with root at $x_{1}^{(0)}$. We remark that any vertex $x_{i}^{(j)}$ has a unique predecessor, i.e., a vertex $x_{k}^{(j-1)}$ such that $x_{k}^{(j-1)} x_{i}^{(j)}$ is an edge of $H$.

By definition, any $m \in \operatorname{Gens}(I(\mathcal{H}))$ can be written as

$$
m=x_{i_{1}}^{(j)} x_{i_{2}}^{(j+1)} \cdots x_{i_{k}}^{(j+k-1)}
$$

Thus, we have a well-defined function

$$
\begin{aligned}
\min : \operatorname{Gens}(I(\mathcal{H})) & \rightarrow \mathbb{Z} \\
m & \mapsto \min \left\{j \in \mathbb{Z}: x_{i}^{(j)} \mid m \text { for some } \mathrm{i}\right\}
\end{aligned}
$$

Consider a total order $(\succ)$ on $\operatorname{Gens}(I(\mathcal{H}))$ where for any $m, m^{\prime} \in \operatorname{Gens}(I(\mathcal{H})), \min (m)<$ $\min \left(m^{\prime}\right)$ implies that $m \succ m^{\prime}$. We remark that there are multiple such total orders. We will show that $I(\mathcal{H})$ is bridge-friendly with respect to $(\succ)$. Due to Lemma 2.9 and Remark 2.12, it suffices to show that whenever there exist $m_{1}, m_{2}, m_{3} \in \operatorname{Gens}(I(\mathcal{H}))$ such that

- $y \mid m_{1}, m_{3}, y \nmid m_{2}$, and
- $z \mid m_{2}, m_{3}, z \nmid m_{1}$
for some distinct vertices $y, z$ of $\mathcal{H}$, we have $\min \left(m_{3}\right)<\min \left(m_{1}\right)$ or $\min \left(m_{3}\right)<\min \left(m_{2}\right)$.
Without loss of generality, since $\mathcal{H}$ is a rooted hypertree, we can assume rank $y>\operatorname{rank} z$. Since each vertex has a unique predecessor in $H$, if $x_{i}^{(j)}$ divides both $m_{1}$ and $m_{3}$ for some $i$ and $j$, then so does any vertex $x$ that divides $m_{3}$ and $\max \left\{\min \left(m_{1}\right), \min \left(m_{3}\right)\right\} \leq \operatorname{rank} x \leq j$. In particular, since $z \mid m_{2}, m_{3}$ and $z \nmid m_{1}$, we have

$$
\max \left\{\min \left(m_{2}\right), \min \left(m_{3}\right)\right\} \leq \operatorname{rank} z<\max \left\{\min \left(m_{1}\right), \min \left(m_{3}\right)\right\}
$$

Thus $\max \left\{\min \left(m_{1}\right), \min \left(m_{3}\right)\right\} \neq \min \left(m_{3}\right)$. In particular, this means $\min \left(m_{3}\right)<\min \left(m_{1}\right)$, as claimed.

As immediate consequences of Theorem 5.3, we recover the following results; see [3,11] for necessary terminology.

Corollary 5.4 ([3, Theorem 3.17] and [11, Theorem 3.8]). The path ideal of a path and edge ideal of a tree are bridge-friendly.

Edge ideals of rooted hypertrees also include the class of path ideals of rooted trees consider in [7]. The minimal free resolution of path ideals of rooted trees was described in [7] using mapping cone construction. Theorem 5.3 allow us to recover the minimal free resolutions of path ideals of rooted trees using discrete Morse theory.

Corollary 5.5. The path ideal of a rooted tree is bridge-friendly. In particular, its minimal free resolution is supported on a $C W$-complex.

Remark 5.6. Not all hypertrees are rooted. Let $\mathcal{H}$ be a hypertree with hyperedges

$$
\left\{\left\{v, x, x^{\prime}\right\},\left\{v, y, y^{\prime}\right\},\left\{v, z, z^{\prime}\right\},\{v, x, y\},\{v, x, z\},\{v, y, z\}\right\}
$$



Figure 11. A host graph of $\mathcal{H}$.

While, it is easily seen that $\mathcal{H}$ is a hypertree with a tree host graph depicted in Figure 11, the edge ideal $I(\mathcal{H})$ is not bridge-friendly. This can be checked by considering all 6! Barile-Macchia resolutions. Thus, the hypertree $\mathcal{H}$ is not rooted.

Depending on the structure of the rooted hypertrees, one can also deduce (or recover) formulas for (total and graded) Betti numbers, e.g., [10, Theorem 3.17] and [7, Theorem 2.7].

## 6. Questions and Remarks

A natural problem lingering from this paper is whether one can fully characterize connected graphs whose edge ideals are bridge-friendly. The (non-exhaustive) list of small graphs whose edge ideals are not bridge-friendly in Proposition 4.3 would be a good start.

Question 6.1. For which connected graph $G$ is the ideal $I(G)$ bridge-friendly?
In general, what we ultimately care about is to find all connected graphs whose edge ideals are Barile-Macchia. Being bridge-friendly is just a stronger combinatorial property that allows minimal Barile-Macchia resolutions to be constructed efficiently.

Question 6.2. For which connected graph $G$ is the ideal $I(G)$ Barile-Macchia?
In a more generality, the generalized Barile-Macchia resolutions (cf. [10, Theorem 5.18]) has been studied. While there are only $q$ ! Barile-Macchia resolutions for a fixed monomial ideal with $q$ generators, there are considerably much more generalized Barile-Macchia resolutions. As an example of how meaningful this generalization is, we remark that the edge ideal of a 9 -cycle is not Barile-Macchia, but admits a minimal generalized Barile-Macchia resolution. Thus, we raise the following question.
Question 6.3. For which connected graph $G$ does the ideal $I(G)$ admit a minimal generalized Barile-Macchia resolution?

We have obtained partial results toward the last two questions, by running several computational experiments on supercomputers [9].

In [20] and the current paper, powers of edge ideals have been considered. One naturally asks similar questions for other important types of powers of edge ideals including, but not limited to, symbolic powers and squarefree powers.

Question 6.4. For which connected graph $G$ and integer $n$, are $I(G)^{(n)}$ and/or $I(G)^{[n]}$ Scarf, Lyubeznik, Barile-Macchia, and bridge-friendly?

It is also natural to extend previous work of [20] and our current paper to a more general setting, edge ideals of hypergraphs.

Question 6.5. For which hypergraph $\mathcal{H}$, is the edge ideal $I(\mathcal{H})$ Scarf, Lyubeznik, BarileMacchia, and bridge-friendly?

It is known that a hypergraph is a hypertree if and only if it has the Helly property and its line graph is chordal (cf. [17, 21]). The following graph-theoretic question arises naturally.

Question 6.6. Find an analogue for rooted hypertrees.
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